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1. Introduction
In RAN3 reply LS [1], RAN2 is asked to evaluate a feasibility and benefits for group notification for session start/activation for UEs not in RRC_CONNECTED state.
In SA2 reply LS [2], SA2 answered the question from RAN2 and RAN3 and clarified that only session activation/deactivation is applied to multicast and only session start/stop is applied to broadcast. SA2 also asked RAN2 to evaluate the possibility to support group notification for session activation. 
In this paper, we will analyse the group notification mechanism and propose feedback to SA2 and RAN3. 
2. Discussion
2.1. Group notification for MBS supporting node
Group notification is expected to improve signalling efficiency by including MBS session ID in paging message to address a group of UEs instead of a single UE. To support group notification, two possible options can be investigated with regard to the PO used for group notification:
Option 1: Dedicated POs for group notification
Extra POs, in addition to the POs used for legacy paging, can be configured for group notification in this option. All the UEs in RRC_INACTIVE/IDLE which joined a deactivated MBS session need to monitor these POs for group notification in addition to the POs for the legacy paging. Also, an MBS specific DRX needs to be introduced for group PO monitoring. In this option, only one PO/Paging message is needed in each DRX cycle for group notification. However the UE needs to monitor two POs: one for legacy paging and another one for group notification. This would increase the power consumption for the UEs which joined an MBS group.
Option 2: Common/shared POs for group notification and legacy paging for a UE
In this option, group notification is sent on all the POs for each UE in the concerned group and the UE is not required to monitor extra POs for group notification. Considering that all MBS UEs belonging to the same multicast group and monitoring the same PO can be addressed by one MBS session ID, this option could reduce the paging message size compared to legacy paging. As a result, it may also further reduce the number of paging messages considering maximum 32 UE IDs can be included in one paging message. 
In the table below, the comparison among options are given in the following table (the higher number of “*” the better the approach is for a given aspect):
Table 1
	
	Paging signalling reduction gain
	UE power saving
	False alarm ratio(i.e. how often a UE decodes a paging message not addressed to itself) 
	Specification impacts

	Legacy per UE paging
	*  Baseline
	Baseline  **
	* Baseline
	*** No impact

	Group notification Option 1
	*** Significant 
	* Increased due to additional PO monitoring
	*** Removes false alarm due to MBS by moving MBS paging to separate POs

	* Requires introduction of a new separate PO/DRX configuration and new MBS PO determination formula


	Group notification Option 2
	** Large
	** Same as baseline

	** Reduces false alarm by reducing the number of paging messages for MBS compared to baseline
	** CN needs to include the UE list in Group notification for the gNB to calculate POs for group paging




It can be seen that option 2 can harvest the signalling gains without increasing the UE power consumption. Even though option 1 could further reduce signalling compared to option 2, it is done at the cost of increasing the UE power consumption and higher specification complexity. Therefore, option 2 can be used as a baseline for further analysis on group notification.
Observation 1: Group notification mechanism where MBS session ID is sent on the legacy POs of each UE in the MBS group can reduce the signalling overhead of paging without increasing UE’s power consumption for PO monitoring. 
For both options, a high number of UEs might be invoked in the same PO, especially for option 1, which is followed by many simultaneous RACH procedures for these UEs in the next RACH occasion. As a consequence, it might cause RACH collision much worse than with legacy paging where maximum 32 UEs can be invoked in the same PO. For option 2, the problem can be less significant given that the UEs in a group are distributed in different POs and usually the number of UEs mapped to a single PO is not that much.
Observation 2: RACH collision caused by group notification especially in option 1 (with dedicated POs for group notification) is much worse than with legacy paging.
Based on the observations, we would suggest the following reply to SA2/RAN3.
Proposal 1: Reply to SA2/RAN3 that group notification in MBS supporting NG-RAN node is beneficial and feasible from RAN2 point of view.
[bookmark: _Ref60914663]Proposal 2: As a baseline, group notifications are sent on the POs for legacy paging, and the UE only monitors its POs same as Rel-15/16.
2.2. Group notification for non-MBS supporting node
In their LS, SA2 also asks RAN2 view on the method of group paging in non-MBS supporting NG-RAN nodes. 
	SA2 asks RAN2/RAN3 for feedback on whether UEs camping on non-supporting NG-RAN nodes can be notified using MBS session ID or the 5GC is required to fallback to regular paging for UEs that have not connected during MBS session activation.



As discussed in the section above, to implement option 2, CN needs to include the UE list in Group notification for the gNB to calculate POs for group paging. Therefore, a new NGAP message needs to be introduced to include the MBS session ID and UE list for the services. To support group notification, the non-MBS supporting NG-RAN nodes would have to be upgraded to support such message, which has impacts on RAN nodes already deployed in the existing network. An alternative way would be to come up with a dedicated group notification approach which would avoid impacts to RAN nodes, which could be investigated directly in SA2. We believe that from RAN2 point of view, we should inform SA2 that if group notification mechanism is to be introduced for UEs camping on the cells of non-MBS nodes, this mechanism should be transparent to RAN to avoid MBS-related impacts on non-MBS capable nodes. 
Proposal 3. Reply to SA2 that in case the group notification mechanism is to be introduced for UEs camping on non-MBS supporting NG-RAN nodes, this mechanism should be transparent to RAN to avoid MBS-related impacts on non-MBS capable RAN nodes. 
3. Conclusion
Based on the above discussion, we have the following observations and proposals: 
Observation 1: Group notification mechanism where MBS session ID is sent on the legacy POs of each UE in the MBS group can reduce the signalling overhead of paging without increasing UE’s power consumption for PO monitoring. 
Observation 2: RACH collision caused by group notification especially in option 1 (with dedicated POs for group notification) is much worse than with legacy paging.
Proposal 1: Reply to SA2/RAN3 that group notification in MBS supporting NG-RAN node is beneficial and feasible from RAN2 point of view.
[bookmark: _GoBack]Proposal 2: As a baseline, group notifications are sent on the POs for legacy paging, and the UE only monitors its POs same as Rel-15/16.
Proposal 3. Reply to SA2 that in case the group notification mechanism is to be introduced for UEs camping on non-MBS supporting NG-RAN nodes, this mechanism should be transparent to RAN to avoid MBS-related impacts on non-MBS capable RAN nodes. 

A draft reply LS to SA2 is provided in [3].
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