3GPP TSG-RAN WG2 Meeting #113bis Electronic	R2-2103526
Elbonia, 12 – 20 April 2021	


Agenda item:	8.4.2
Source:	Nokia, Nokia Shanghai Bell
Title:	Fairness, latency, congestion
WID/SID:	NR_IAB_enh-Core - Release 17
Document for:	Discussion and Decision
1	Introduction
This contribution discusses issues on topology-wide fairness, multi-hop latency, and congestion mitigation.
2	Discussion
2.1	Topology-wide fairness
We discuss some of the issues prioritized in RAN2.
IF-1: The scheduler of an IAB node does not have all the information needed (e.g. link quality across multiple hops) to make appropriate upstream or downstream scheduling decisions which take into account the overall route link quality (such as e.g. using downstream link quality measurements to adjust the scheduling weights so as to achieve proportional fairness for different bearers/RLC channels across multiple child-IAB nodes)

Hop-by-hop flow control seems to be a known mechanism whereby link quality can be turned into informed scheduling decisions by remote IAB nodes. For upstream traffic, as part of Rel-16 IAB work, RAN2 concluded that BAP flow-control feedback from parent to child node is not needed since it was deemed efficient enough to simply constrain the uplink scheduling of child nodes if an IAB node suffers from a slow uplink itself.
One scenario where this reasoning can be questioned is an IAB node in DC that observes uplink-buffer build-up for one cell group but not for the other cell group. Since there is no way to target the use of uplink scheduling grants handed to child nodes dynamically (as opposed to the semi-static MAC logical-channel prioritization configured by the CU), such an IAB node with unbalanced uplink buffers cannot hold back data from child nodes toward the congested cell group without also starving the well-functioning cell group unnecessarily.
Observation 1:	(On issue IF-1) Link quality can be turned into informed scheduling decisions by remote IAB nodes using hop-by-hop flow control.
Observation 2:	Based purely on uplink-scheduling mechanisms, an IAB node in DC with only one of its cell groups (MCG or SCG) congested has no means to selectively limit receiving uplink data to be routed over the congested cell group from child nodes.
Given Observation 2, we propose:
	Proposal 1:		RAN2 introduce hop-by-hop flow control for upstream traffic in Release 17.
For such an IAB node in DC, it would already be very helpful if it was allowed to indicate the amount of welcome uplink data per Routing ID or BH RLC channel, just like in Rel-16 BAP flow control.
Proposal 2:	The feedback indications of Rel-16 BAP flow control are applicable to Rel-17 flow control for upstream traffic.
It would need to be discussed whether an indication of welcome uplink data received by a child node should impact the IAB MT MAC’s procedures like Buffer Status Reporting and Logical-channel prioritization. It would seem simplest to avoid any such impact by specifying that BAP flow-control feedback received in downlink is targeted to the child node’s IAB DU, and is used by the IAB DU to determine how much uplink data, as indicated in the feedback, it will further pass to the co-located IAB MT.
Proposal 3:	To avoid impact on IAB MT MAC mechanisms like BSR and LCP, flow-control feedback from a parent node is used by the IAB DU of the child node to determine how much uplink data (e.g. per Routing ID) it will further pass to the co-located IAB MT.

IF-2: Congestion conditions on BH RLC channels carrying UE bearers with same or similar QoS requirements can be unbalanced and some channels may even be congested, thereby leading to some users experiencing longer latency and violating fairness requirement.

This seems like a natural consequence to UEs that happen to be served over a deteriorating backhaul link, compared to UEs that are not. It is unclear how such scenarios could be prevented. 
Observation 3:	Issue IF-2 is a natural consequence to UEs that happen to be served over a deteriorating backhaul link, compared to UEs that are not.

2.2	Multi-hop latency
We discuss some of the issues prioritized in RAN2.
IL-1: IAB node cannot help ensure that overall or remaining PDB is met for a packet (e.g. by prioritizing bearers with higher number of hops), as it does not have a latency reference for the packets being scheduled, resulting in packets with the same QoS requirement ending up with different latency

F1AP configures the parent node of each BH RLC channel with the delay budget of the channel. The delay budget of a channel that a given DRB can be mapped onto can depend on the number of hops that the DRB needs to be carried over, i.e. a given IAB node can be configured with different BH RLC channels meant for DRBs traversing different numbers of hops. Therefore we have trouble agreeing with this issue.
Observation 4:	(On issue IL-1) Given that the F1AP-configured delay budget of a BH RLC channel that a given DRB can be mapped onto can depend on the number of hops that the DRB needs to be carried over, issue IL-1 seems non-existent.

IL-3: Buffer size calculation for pre-emptive BSR may differ for nodes of different vendors as it is left to implementation in Rel-16

We are confident that the Rel-16 decision to leave to implementation was made while fully aware of possibly different implementations.
Observation 5:	(On issue IL-3) In all likelihood the Rel-16 decision to leave buffer-size calculation for pre-emptive BSR to implementation took into account the possibility of different implementations.

IL-5: The CU is unable to put bearers with lower PDB on routes with less congestion risk (higher resource efficiency) or which are RLF-free

RLF-free links – if such can be ensured – could be indicated to CU by OAM. Routes with less congestion risk could be achieved by dedicating them to such delay-sensitive traffic. The granularity of the F1AP configuration for BAP routing-ID selection allows this.
Observation 6:	(On issue IL-5) Possible RLF-free links could be indicated to CU by OAM, and routes with less congestion risk could be achieved by dedicating them to delay-sensitive traffic.

IL-6: The CU is unable to configure routing based on actual (real-time) latency per BH RLC channel

How CU-configured routing could be improved in this respect is unclear. If local re-routing is a proposed solution, it is unclear how a given IAB node making a routing decision could be aware of real-time latencies of different routes either. We note that knowing only the latency of the local BH RLC channels will not guarantee improvement.
Observation 7:	(On issue IL-6) It is unclear how BAP routing operated by IAB nodes could be aware of real-time latencies of different routes (and not only of the local BH RLC channels), which is required to achieve improvement.
3	Conclusion
Observation 1:	(On issue IF-1) Link quality can be turned into informed scheduling decisions by remote IAB nodes using hop-by-hop flow control.
Observation 2:	Based purely on uplink-scheduling mechanisms, an IAB node in DC with only one of its cell groups (MCG or SCG) congested has no means to selectively limit receiving uplink data to be routed over the congested cell group from child nodes.
	Proposal 1:		RAN2 introduce hop-by-hop flow control for upstream traffic in Release 17.
Proposal 2:	The feedback indications of Rel-16 BAP flow control are applicable to Rel-17 flow control for upstream traffic.
Proposal 3:	To avoid impact on IAB MT MAC mechanisms like BSR and LCP, flow-control feedback from a parent node is used by the IAB DU of the child node to determine how much uplink data (e.g. per Routing ID) it will further pass to the co-located IAB MT.
Observation 3:	Issue IF-2 is a natural consequence to UEs that happen to be served over a deteriorating backhaul link, compared to UEs that are not.
Observation 4:	(On issue IL-1) Given that the F1AP-configured delay budget of a BH RLC channel that a given DRB can be mapped onto can depend on the number of hops that the DRB needs to be carried over, issue IL-1 seems non-existent.
Observation 5:	(On issue IL-3) In all likelihood the Rel-16 decision to leave buffer-size calculation for pre-emptive BSR to implementation took into account the possibility of different implementations.
Observation 6:	(On issue IL-5) Possible RLF-free links could be indicated to CU by OAM, and routes with less congestion risk could be achieved by dedicating them to delay-sensitive traffic.
Observation 7:	(On issue IL-6) It is unclear how BAP routing operated by IAB nodes could be aware of real-time latencies of different routes (and not only of the local BH RLC channels), which is required to achieve improvement.

