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1. Introduction

In the last RAN2 meeting, the following agreements for RAN enhancements based on new QoS related parameters have been made [1]:
Agreements

-
Communication service availability (CSA) is not needed on top of survival time.  Send a reply LS to SA2 to notify such confirmation 

-
RAN2 confirms that specification enhancement for survival time support may only needed for uplink.  Downlink is addressed by implementation and no specification impacts.  

-
Support for survival time in UCE is up to network configuration. 

-
Continue discussing whether burst spread and burst ending time is beneficial from RAN2 perspective, but trigger the discussion after SA2 progress in February  

-
Communication service reliability (CSR) is not needed on top of survival time

-
Only periodic traffic is considered for survival time work in Rel-17

-
RAN2 assumes one application message is conveyed by one PDCP SDU, and may further consider the cases where one application message is conveyed by varying number of PDCP SDUs depending on the progress

In this paper, we will further discuss potential RAN enhancements for survival time support, i.e. survival time detection, survival time expiry avoidance, and some consideration for resource efficiency, etc. It was confirmed that RAN enhancements for survival time support may only consider uplink transmission, and downlink is addressed by network implementation. Besides, last RAN2 meeting agreed that RAN2 continue discuss whether burst spread and BET are beneficial from RAN2 perspective. We will also discuss whether burst spread and BET will bring any potential benefits to RAN.
2. Discussion
2.1 RAN2 enhancements based on survival time
SA2 has concluded that survival time can be transferred to NG-RAN as part of the TSCAI parameter. After obtaining the survival time for deterministic applications, RAN can use survival time for traffic and transmission resource processing. RAN shall avoid that an application enters survival time state, in which case RAN shall try its best to guarantee successful retransmission before the survival time expires. In order to achieve such goal, RAN shall be aware of whether an application enters survival time state, i.e. survival time state determination. After the detection of survival time state, RAN shall boost the transmission reliability to avoid survival time expiry.
2.1.1 Survival time state determination
The application enters survival time state when an anticipated message is lost. In 5GS, a packet may be lost or delayed during N3 transmission or Uu interface transmission. The detection of packet loss during N3 transmission belongs to the scope of RAN3, and we only focus on RAN side transmission here. In order to determine the survival time state of an application, RAN shall be able to detect a packet loss or a delayed packet arrival against its due time during Uu transmission. 
Since it was agreed that downlink is addressed by implementation, we will focus on uplink transmission. Based on the current RAN protocol, a packet loss can be detected by the receiver at PDCP layer, RLC layer or MAC layer. At PDCP/RLC layer, a packet loss is detected when a SN gap occurs, i.e. a PDCP SDU with SN=x has not been received while a PDCP SDU with SN no less than x+1 is received. In other words, the loss of a packet can be detected when a later transmitted packet (with a larger SN) is received before this expected packet. There may exist a risk that several consecutive packets have already been lost during Uu transmission before the receiver becomes aware of the occurrence of packet loss, as shown in the following Fig.1. On the transmitter side, packet loss can be known only if a feedback is received from the receiver, e.g. feedback via RLC status PDU, which indicates a packet has not been correctly received. RLC status feedback is not timely though, and the feedback delay could be in e.g. tens of milliseconds. Further, PDCP status feedback is only supported at some specific scenarios, e.g. during handover. The transmitter’s awareness of packet loss could be thus much later than the deadline of the packet arrival.
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Fig.1 Packet loss detection by PDCP/RLC layer based on SN gap
Another option for packet loss detection based on current RAN protocols is to perform the detection at MAC layer. When a TB is not correctly decoded at the receiver, it is possible that the packets included in the TB will be lost. The network can bind uplink grants, e.g. CGs, to a given service. When the network fails to decode a TB on a specific uplink grant, the network is aware that a PDCP SDU or a packet belonging to a specific application may be lost. For uplink transmission however, there is no HARQ feedback for each transmission. The transmitter can be aware of packet loss until a retransmission grant is scheduled, retransmission scheduling based survival time detection at the transmitter side, hence, can be considered.
Proposal 1: Retransmission scheduling based survival time detection at the transmitter side can be considered.

Besides, the transmitter can count the retransmission times. If the retransmission times for a given TB, e.g. initially transmitted on CG, exceed a pre-configured threshold, the transmitter side can declare that packet loss is detected and can perform related reactions. In the last RAN2 meeting, some companies have proposed Tx-side timer based solution for survival time detection. For example, the transmitter can start a Tx-side timer when a packet has been initially transmitted using a certain HARQ process, and can stop the timer when a grant for new transmission is scheduled for the same HARQ process. If the Tx-side timer expires, the transmitter side can declare packet loss. We think COUNT based and Timer based survival time detection at transmitter side have the similar principles, and we propose that RAN2 can discuss whether a COUNT or Timer based survival time detection method can be supported.
Proposal 2: RAN2 discuss whether a COUNT or Timer based survival time detection can be supported.
2.1.2 Survival time expiry avoidance
If a packet loss is detected and the application enters survival time state, RAN side shall try to avoid that survival time expires, i.e. try to guarantee the successful delivery of the next message before its deadline. The network shall boost the transmission reliability for the next message. In pervious RAN2 meetings, there are some suggestions that network implementation can completely handle this issue. We think for downlink transmission, network implementation is able to resolve this issue. However for uplink transmission, network implementation might not be sufficient.

One straightforward and efficient way to improve service reliability is PDCP duplication scheme, and downlink PDCP duplication is completely up to network implementation. As long as the loss of a downlink packet is detected by the network, network can simply duplicate the next message and transmit the duplicated packets through multiple logical channels. However, for uplink transmission, duplication activation/deactivation for a DRB is controlled by the network via duplication activation/deactivation MAC CE, which is not quick enough to guarantee survival time expiry avoidance. For example, when the network detects an uplink packet is lost, the gNB can generate a duplication activation/deactivation MAC CE to activate the duplication for a specific DRB, and send the MAC CE to the UE. The MAC CE is transmitted to the UE via the air interface. The MAC PDU containing the MAC CE may be successfully transmitted in the first transmission, or may endure one or more HARQ retransmissions. Besides, a certain period of time is needed by the UE to decode the MAC CE and activate duplication for a DRB. Such procedure can cost several milliseconds. Consequently, the next message might not be successfully transmitted by the UE in time, especially for a motion control application with e.g. 0.5 millisecond periodicity. Based on the above analysis, we think at least for uplink data transmission, RAN enhancements for survival time expiry avoidance need to be specified. One can argue that for delay sensitive services, gNB can activate PDCP duplication pre-emptively. It would be difficult or impossible to find the optimal “switch-point”, i.e. for what service delay requirements, to pre-emptively activate PDCP duplication of UE. A conservative choice of switch-point would certainly cause lower resource utilization. Reactive activation of PDCP, based on the actually detected packet loss, would be beneficial and necessary. 
Observation 1: At least for uplink data transmission, RAN enhancements for survival time expiry avoidance need to be specified.
One way forward of RAN enhancements is UE-based PDCP duplication activation/deactivation. PDCP duplication is introduced in NR Rel-15, where each PDCP data PDU can be duplicated as two copies and sent through two separate legs. In NR Rel-16, PDCP duplication is further enhanced. CA based duplication or CA+DC based duplication with up to four legs are supported. PDCP duplication can effectively improve the transmission reliability of packets with cost of more radio resources used. In both Rel-15 and Rel-16, network controls the duplication activation/deactivation through MAC CEs. As discussed above, network controlling is not timely. In NR Rel-16, UE-based PDCP duplication activation/deactivation scheme has been proposed and partly discussed, e.g. UE autonomously activates the PDCP duplication if packet loss is detected by the UE or if radio link deteriorates. UE can autonomously deactivate the PDCP duplication if consecutive packets are successfully transmitted or if the radio link recovers. This scheme is beneficial to avoid the latency of network controlling uplink duplication activation/deactivation. We suggest UE-based PDCP duplication activation/deactivation can be considered for survival time expiry avoidance.
Proposal 3: UE-based PDCP duplication activation/deactivation can be considered for survival time expiry avoidance.

Another way forward is flexible L2 configurations. In order to support various traffic with different service requirements, different L2 configurations can be used for different RBs, e.g. with different LCP restrictions, different timer configurations, etc. In the current spec, L2 configuration for a RB is semi-static, which can only be re-configured through RRC reconfiguration message. For a RB serving an IIoT application with survival time, using a L2 configuration which can guarantee extremely high transmission reliability is costly. In order to achieve the balance between resource efficiency and reliability assurance, a default L2 configuration supporting medium transmission reliability would be preferable. If a packet loss is detected, the RB shall use a “higher-level” L2 configuration which can support more robust transmission in order to avoid survival time expiry. Based on this, we think a RB with flexible L2 configurations can be considered. UE shall be able to perform L2 configurations switching for a RB without RRC reconfiguration, e.g. UE autonomously switches L2 configuration and a trigger condition similar to that of UE-based PDCP duplication activation/deactivation can be considered. Network controlled L2 configuration switching can also be considered. We think UE-based PDCP duplication activation/deactivation can be viewed as a special case as flexible L2 configuration switching.
Proposal 4: Flexible L2 configuration switching can be considered for survival time expiry avoidance.

One method to implement flexible L2 configuration switching is that multiple RLC entities with different configurations are associated with the same PDCP entity, and flexible L2 configuration switching can be implemented via transmission leg switching. It is similar to split bearer yet more flexible leg switching is enabled, as for split bearer different RLC configurations can be adopted for different RLC bearer but leg switching can only be triggered based on the data volume and a pre-configured data threshold.
Proposal 5: RAN2 discuss to support multiple RLC entities with different L2 configurations being associated with the same PDCP entity, in order to facilitate flexible L2 configuration switching via transmission leg switching.

When survival time is detected, the UE can turn to a more robust behaviour to improve transmission reliability, with the cost of more resource usage. When the subsequent message(s) is successfully transmitted, the UE shall be able to switch back to the normal behaviour, in order to achieve an efficient resource utilization. RAN2 shall consider an exit method when the subsequent message(s) is successfully transmitted after survival time is detected.
Proposal 6: An Exit method shall be considered when the subsequent message(s) is successfully transmitted after survival time is detected.
2.1.3 Consideration about resource efficiency
In the last RAN2 meeting, it was agreed that communication service availability (CSA) is not needed on top of survival time. However, compared with the communication service availability, we think an additional QoS parameter reflecting reliability might be more useful for RAN, from the perspective of resource efficiency. 
In TS 22.104, there is a following description about communication service availability:

	The availability of the communication service is calculated using the accumulated down time. For instance, in case the communication service is expected to run for a time T, the unavailability U of the communication service can be calculated as
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Where Δti is the length of the i-th downtime interval of the communication service within the time period T. The communication service availability A can then be calculated as 

A = 1–U. 


Based on above text, we think the communication service availability has a relationship with the traffic periodicity, the frequency that the application enters down state, and the average length of downtime interval. The frequency that the application enters down state is further decided by the service reliability which indicates the probability of a packet loss, and by the survival time which indicates the number of consecutive lost packets leading to the application’s down state. In order to guarantee the communication service availability of an application, the SMF shall derive the appropriate service reliability, i.e. PER, according to its communication service availability, survival time, traffic periodicity, as well as its average length of downtime interval. 
The derived PER may be quite stringent to satisfy the above requirements. In order to meet such stringent PER indicated by the SMF, robust L2 configurations shall always be used and more resource shall be allocated for each packet’s transmission. In such case, the resource efficiency may be restricted. If RAN side can support effective survival time detection, a moderate PER can be indicated to RAN side for the case without packet loss. If packet loss detection is enabled, RAN side can improve the transmission reliability to a certain level to avoid survival time expiry. Since the SMF has a better knowledge of communication service availability, average length of downtime interval, and other necessary parameters, we think the SMF can derive another suitable PER level for RAN, which can be used for survival time expiry avoidance. 
Using different PER levels can guarantee the communication service availability with efficient resource utilization, and are beneficial for RAN side implementation.
Proposal 7: RAN2 to discuss the benefits of using different PER levels for inside/outside of survival time state and how to make them available to RAN.
2.1.4 Burst end time
In the last RAN2 meeting, it was assumed that one application message is conveyed by one PDCP SDU. SA2 has concluded there is only one message per burst. Based on this progress, burst end time might not be needed. The burst arrival time has already conveyed enough information about the arrival time of the packet corresponding to each burst. Besides, even if a message may be divided into multiple packets, packets belonging to a message are continuously transmitted by the sender. Due to the deterministic nature of TSN network, those packets will arrive at 5GS continuously with more or less fixed intervals. Considering the 5GS will guarantee a fixed CN-PDB for URLLC service, we can assume that packets belonging to a message arrive at RAN side continuously. NG-RAN can derive the packet latest arrival time within a burst periodicity according to Burst Arrival Time and burst size, thus Burst End Time is not necessary to be introduced.
Proposal 8: No need to introduce Burst End Time.
2.2 Discussion on burst spread
In the last RAN2 meeting, the progress about burst spread is as follows:
-
Continue discussing whether burst spread and burst ending time is beneficial from RAN2 perspective, but trigger the discussion after SA2 progress in February  

As far as we know, In the February SA2 meeting, they concluded that burst spread is not included for normative work in SA2. For TSC communication, we focus on service with deterministic characteristics. Each packet arrives at 5GS with a pre-known pattern. From this perspective, we doubt that the burst spread shall be considered for TSC communication. 
If other companies insist that burst spread is beneficial to RAN side, e.g. for precise scheduling with finer scale, we can discuss the potential use cases and benefits. Nevertheless we consider RAN enhancements based on burst spread are not encouraged to be further discussed, based on SA2 progress. They may be left to network implementation without incurring any UE impacts.
Proposal 9: RAN2 can discuss the potential benefits of Burst spread, yet any RAN enhancements based on burst spread may be left to network implementation.
3 Conclusion

In this contribution, we have discussed the new QoS related parameters, e.g. survival time and burst spread. RAN2 enhancements based on survival time have been analysed. Based on the analysis, we made the following observations and proposals.
Observation 1: At least for uplink data transmission, RAN enhancements for survival time expiry avoidance need to be specified.
Proposal 1: Retransmission scheduling based survival time detection at the transmitter side can be considered.

Proposal 2: RAN2 discuss whether a COUNT or Timer based survival time detection can be supported.

Proposal 3: UE-based PDCP duplication activation/deactivation can be considered for survival time expiry avoidance.

Proposal 4: Flexible L2 configuration switching can be considered for survival time expiry avoidance.

Proposal 5: RAN2 discuss to support multiple RLC entities with different L2 configurations being associated with the same PDCP entity, in order to facilitate flexible L2 configuration switching via transmission leg switching.

Proposal 6: An Exit method shall be considered when the following message(s) is successfully transmitted after survival time is detected.
Proposal 7: RAN2 to discuss the benefits of different PER levels for inside/outside of survival time state and how to make them available to RAN.
Proposal 8: No need to introduce Burst End Time.
Proposal 9: RAN2 can discuss the potential benefits of Burst spread, yet any RAN enhancements based on burst spread may be left to network implementation.
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