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Introduction
The objective of Rel-17 IAB WID includes following issue[1].
	Topology, routing and transport enhancements [RAN2-led, RAN3]:
· Specifications of enhancements to improve topology-wide fairness, multi-hop latency and congestion mitigation


In this paper, we provide our view on congestion mitigation for Rel-17 IAB.
Discussion 
In IAB network, congestion is occurred when there is difference of transmission capacity between ingress backhaul link and egress backhaul link. The transmission capacity basically depends on channel quality over radio link in most cases. Two scenarios can be envisioned for congestion in IAB according to the length of congestion time period, such as long-term congestion and short-term congestion. The congestion can be alleviated either by decreasing of data rate at source node or route switching to another path. Though the transmission rate reduction with buffering can be somewhat beneficial for short-term congestion, it can not be fundamental solution for long-term congestion. In addition, assuming data buffering for long period time at parent node of congested IAB node, the parent IAB node may also be congested and the phenomenon will be spread to parent nodes on upward with cascading manner. Thus, re-routing can be considered as solution for congestion mitigation. 
Observation 1: Re-routing can be considered as solution for congestion mitigation in IAB.

There are two types of re-routing mechanism. The first one is local routing and the other one is path reconfiguration. 
In local routing, packet forwarding path is reconfigured by parent nodes of congested IAB node when congestion is occurred. Therefore, each IAB node need to manage multiple routing entries for packets transmission to same destination. In this case each routing entry may have a priority for packet forwarding on egress BH link. In local routing, it is possible to do fast route switching due to pre-configured routing information which indicates alternative IAB nodes. But local routing may increase signalling overhead for routing table update due to frequent topology update. Since, in Rel-16 IAB specification, the local routing is only allowed to BH RLF, additional specification impact is expected. Regarding local routing, routing table management, packet forwarding rule in case of where multiple routing entry is configured and routing table update scheme should be studied.
The path reconfiguration is similar to the local routing in terms that packet forwarding route is reconfigured. But it is different from the point that IAB donor CU is main control entity for path reconfiguration. In path reconfiguration, optimal route setup is possible, since the IAB CU is able to get overall information about all IAB nodes. For the grasping of congestion state of all IAB nodes, massive signalling overhead may be expected in path reconfiguration, compared to local routing. From specification workload point of view, the path reconfiguration needs more close collaboration between RAN2 and RAN3. Regarding path reconfiguration, congestion information gathering at IAB donor CU and efficient signalling procedure for route reconfiguration should be studied.
Let us assume a scenario where IAB node 3 is destination and IAB node 1 and 2 are intermediated node as shown figure 1. In this scenario, if IAB node 2 will be congested, IAB node 5 can be configured as substituted node as local routing.  But after that, if both IAB node 1 and IAB node 2 will be congested and congestion is continuing for long time, route reconfiguration including IAB node 4 and 5 can be performed by IAB donor CU via path reconfiguration. 



Figure 1. Example of Re-routing (Local routing vs. Path reconfiguration)

Based on above discussion we know that re-routing mechanisms can be applied to mitigate congestion. Therefore, RAN2 is asked to discuss local routing and path reconfiguration as solution of congestion mitigation. 
Proposal 1: RAN2 is asked to discuss local routing and path reconfiguration for congestion mitigation

[bookmark: OLE_LINK1][bookmark: OLE_LINK2]Conclusion
In this contribution, we propose re-routing mechanism for congestion mitigation in Rel-17 IAB. 
Observation 1: Re-routing can be considered as solution for congestion mitigation in IAB.
Proposal 1: RAN2 is asked to discuss local routing and path reconfiguration for congestion mitigation
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