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1. Introduction
About the paging cause, 3 questions were asked in SA2 LS [1] as below. 
	Q1: Please confirm the feasibility and overhead of sending a Paging Cause in [Uu] Paging message for EPS and for 5GS. [RAN2, RAN3]
Q2: Please indicate whether adding the paging cause (e.g. 3-4bits) per UE in the paging message would reduce the number of paging records that could be included in a single paging message, and if so by what magnitude. (For NR and E-UTRA) [RAN2]
Q3: Please indicate how the paging cause is expected to be supported in RAN nodes (e.g. per PLMN, per TA, per RAN node, per cell) (For NR and E-UTRA) [RAN2, RAN3]


Besides, the following proposals were summarized in the email discussion [2].
	Proposal 14a: agree the observation 2.1 to evaluate the paging overlead by paging cause extension.
Observation 2.1: The overhead of paging cause is (1+) bits per UE in E-UTRA and NR, if parallel list, the extension solution adopted in R16 E-UTRA paging message,  is applied for introducing paging causes.
Proposal 14b: From overhead point of view, it is feasible to have paging cause on Uu for EPS and 5GS. 
Observation2.2: if the paging cause (3 bits per UE) is added, the paging message size is generally increased by ~6% for E-UTRA and ~8% for NR.
Proposal 15: Online discussion is needed whether this increasing will impact the real deployment about paging volume and coverage.  
Proposal 16: If the paging cause is agreed by SA2, Paging cause is supported Per PLMN as the basline from RAN2 point of view. FFS if other options are needed. 


In this paper, we will further discuss the paging cause impact on the paging message size and some other issues.
2. Discussion
In this chapter we first analysis the paging cause impact on the paging size, then discuss some other issues.
2.1 Paging Cause Impact on the Paging Size
In the email discussion [2], an Asn.1 example on the paging cause was provided, and based on this example, the overhead of paging cause is (1+) bits per UE. 
Paging message
Paging::=                          SEQUENCE {
    pagingRecordList            PagingRecordList                              OPTIONAL, -- Need N
    lateNonCriticalExtension   OCTET STRING                                  OPTIONAL,
    nonCriticalExtension       Paging-v17xy-IEs                                                        OPTIONAL
}
Paging-v17xy-IEs ::=			     SEQUENCE {
	pagingRecordList-v17xy			     PagingRecordList-v17xy				OPTIONAL,	-- Need N
	nonCriticalExtension			     SEQUENCE {}						OPTIONAL
}
PagingRecordList-v17xy ::=			 SEQUENCE (SIZE(1..maxNrofPageRec)) OF PagingRecord-v17xy
PagingRecord-v17xy ::=				  SEQUENCE {
	pagingCause-r17		ENUMERATED {voice, spare1, spare2, spare3, spare4, spare5, spare6, spare7}			OPTIONAL		-- Need N}
In the summary of [2], it also said that “if parallel list, the extension solution adopted in R16 E-UTRA paging message, is applied for introducing paging causes” and that “Online discussion is needed whether this increasing will impact the real deployment about paging volume and coverage”.
Before discussion of the impact on the real deployment about paging volume and coverage, we want to confirm more detail issues on the above ASN.1 example, e.g. how to set the size of the PagingRecordList-v17xy, and how to set the paging cause for each paging record. At least there would be 2 different setting methods:
· Method 1: The size of the PagingRecordList-v17xy is equal to the size of the legacy PagingRecordList, and for each paging record, if it has the paging cause, the paging cause would be set explicitly in the pagingCause-r17, otherwise pagingCause-r17 would be set to absent.
· Method 2: The size of the PagingRecordList-v17xy can be set to the number of the paging records that have the paging cause. Then put the paging records that with the same paging cause together, and for each cause, the paging cause need to be indicated explicitly only for the first paging record, for the other paging records that have the same paging cause value, the pagingCause-r17 can be as absent. The Network always put the paging records that have paging cause first. 
For better understanding, we can take the table 1 as an example for the method 2:
Table 1 Paging Records and Paging cause
	PagingRecordList 
	Paging record 1
	Paging record 2
	Paging record 3
	Paging record 4
	Paging record 5

	PagingRecordList-v17xy
	Paging Cause m
	absent
	absent
	Present cause n
	


As shown in the Table 1, there are 5 paging records in the legacy paging record list, and in which 4 paging records have the paging cause, e.g. paging record 1/2/3 with paging cause m and paging record 4 with paging cause n. Then  the cause of paging record 1 can be set as m and paging cause for the paging record 2/3 can be set as absent, meanwhile, the size of agingRecordList-v17xy can be to be 4. From the UE side, for the UE with paging record 2/3, it will refer the paging cause of paging record 1.
Observation 1: There are 2 different parameter setting methods with the current ASN.1 example in [2].
With these 2 different setting methods, the newly introduced signaling bits would be different as below:
	PagingRecordList-v17xy: 1bit nonCriticalExtension +1 bit to indicate present or not + 5bit to indicate the size of the PagingRecordList-v17xy (7bits)
If adopt 3 bits paging cause:
· Method 1: 32(indicate the paging cause present or not)+32*3(3bits for each paging records)=128bits 
· Method 2: 32(indicate the paging cause present or not)+8 ( explicitly indicate 8 paging causes at most) *3(3bits for each paging records)=56 bits 
==> The method 2 has less 72bits for the 32 paging records case.
If adopt 4 bits paging cause:
· Method 1: 32(indicate the paging cause present or not)+32*4(3bits for each paging records)=160bits 
· Method 2: 32(indicate the paging cause present or not)+16 ( explicitly indicate 16 paging causes at most) *4(3bits for each paging records)=96 bits 
==> The method 2 has less 64 bits for the 32 paging records case.



With the above example, we can see that even with the same Asn.1 coding, the signaling overhead may be different for the different parameters setting methods.
Observation 2: Even with the same Asn.1 coding, the signaling overhead may be different for the different parameters setting methods.
Obviously, if we want to further discuss the impact on the real deployment about paging volume and coverage. We need to clarify which field description method is preferred.
Proposal 1: Before analyzing the impact on the paging volume and coverage, RAN2 shall confirm which parameter setting method is preferred.
From the above analysis, we can see that less bits were introduced if the method 2 was adopted, thus the method 2 can be taken as the baseline for the further discussion.
Proposal 2: Considering that the method 2 introduce less signaling bits, the method 2 can be taken as the baseline for the further discussion.
Based on the proposal 2, we can further analyze the impact on the paging coverage and volume for the 3~4 bits paging cause respectively.
Based on the methods 2 for the 3 bits paging cause, as calculated above, if there are 32 paging records, at most 63bits (7+56) were newly added. For the legacy message with 32 ng-5G-S-TMSI, the paging size would be 8+32*(48+1<choice structure>+1<non 3gpp absent indication>) = 1608, we can see that the size increases only 3.9% (63/1608), thus we think at least for the 3bits causes with the parameter setting method 2, it will not impact the real deployment about paging volume and coverage. 
	Legacy paging size with 32 ng-5G-S-TMSI:
8bits: 1bit<pagingRecordLis present indication>+1bit<lateNonCriticalExtension>+1bit< nonCriticalExtension> +5bits<size of PagingRecordList>
32<maximum number of paging record> *(48<size of 5G-S-TMSI> +1<choice structure>+1<non 3gpp absent indication>)
8+32*50= 1608bits

	Legacy paging size with 8 ng-5G-S-TMSI:
8+8*50 = 408bits


Company may argue that for the case with the 8 paging records, and each paging record has the different paging cause, it will increase about (7+ <1+3>*8)/(8+8*<48+1+1>)= 9.6%. However, for this case only 8 paging records were included, it has little impact on the paging coverage impact analysis.
Proposal 3: At least for the 3bits causes with the parameter setting method 2, introducing the paging cause will not impact the real deployment about paging volume and coverage.
For the 4 bits paging cause, with the above method 2, adopting the similar calculation method, 103(&+96) bits would be newly introduced, and the signaling overhead will increase (7+96)/1608=6.4%. 
Furthermore, according to the latest interim conclusion in SA2 [4], it said:
	A Paging Cause for both EPS and 5GS indicating at least “voice” service and “SMS”, pending feedback from SA3 and RAN WGs.


Which is discussed based on several options:
	Option 1: No paging cause 
Option 2: Multiple paging causes:
· Voice and SMS 
· Voice, CP signaling , SMS , Default 
· MMTel Voice, MMTel Video, SIP Signalling, NAS Signalling, SMS over NAS Signalling and Other data [5]
Option 3: One paging cause with voice service only
Option 4: One paging cause with Important service only
Option 5: Postpone decision to SA2#142E


Even for the option 2 as above, we can see that at most 6 cause values are listed [5], in other words, it’s possible to adopt only 3 bits for the paging cause. 
Observation 3: According to the SA2’s latest discussion, SA2 have five options for the paging cause, among these options, the maximum number of cause value is 6.
Thus we think, if the 3 bits can be acceptable by the SA2 and if the 6.4% overhead increasing as calculated above for the 4 bits cause would affect the number of the paging records, RAN2 shall indicate SA2 that the 4 bits paging cause is not recommended.
Proposal 4: For the 4 bits paging cause, RAN2 can further confirm the impact on the real deployment about paging volume and coverage, if it will affect the number of the paging records, RAN2 shall indicate SA2 that the 4 bits paging cause is not recommended.
2.2 Other
In the email discussion, the paging cause supporting scope were also discussed, most companies prefer to make it as per PLMN. It means that the paging cause feature shall be supported in the whole PLMN, but considering the network deployment flexibility, and during the version upgrading, there would be an transition period , we think per TA would be more practical. Furthermore according to the interim conclusion [4] of SA2, it seems that SA2 were discussing whether it could be per gNB node.
	[bookmark: _Hlk52444564]Editor’s note: whether a value is needed to allow the UE to discriminate between gNBs supporting the Paging Cause from those that do not.



Proposal 5: Considering the deployment flexibility, Ran2 to discuss whether the paging cause supporting scope can be set to per TA or per Ran node.
Besides the paging cause size and the paging cause supporting scope, some other small issues can also be discussed, but these issues can be given the lowest priority. 
(1) If the paging cause was added, does the network need to add the paging cause for the UE that not working at the MUSIM mode? This question is also aligned with the SA2’s Editor’s note in [4]
	Editor’s note: It will be determined whether the Paging Cause is applied only for UEs that have indicated MUSIM capability or to all UEs indiscriminately. 


(2) How to determine the paging cause for the Inactive state, anyway, this issue may mainly affect RAN3.
Proposal 6: The following 2 issues can be given the lower priority:
· If the paging cause was added, does the network need to add the paging cause for the UE that not working at the MUSIM mode?
· How to determine the paging cause for the Inactive state
3. Conclusion and proposals
With the above analysis, we have the following proposals:
Observation 1: There are 2 different parameter setting methods with the current ASN.1 example in [2].
· Method 1: The size of the PagingRecordList-v17xy is equal to the size of the legacy PagingRecordList, and for each paging record, if it has the paging cause, the paging cause would be set explicitly in the pagingCause-r17, otherwise pagingCause-r17 would be set to absent.
· Method 2: The size of the PagingRecordList-v17xy can be set to the number of the paging records that have the paging cause. Then put the paging records that with the same paging cause together, and for each cause, the paging cause need to be indicated explicitly only for the first paging record, for the other paging records that have the same paging cause value, the pagingCause-r17 can be as absent. The Network always put the paging records that have paging cause first. 
Observation 2: Even with the same Asn.1 coding, the signaling overhead may be different for the different parameters setting methods.
Proposal 1: Before analyzing the impact on the paging volume and coverage, RAN2 shall confirm which parameter setting method is preferred.
Proposal 2: Considering that the method 2 introduce less signaling bits, the method 2 can be taken as the baseline for the further discussion.
Proposal 3: At least for the 3bits causes with the parameter setting method 2, introducing the paging cause will not impact the real deployment about paging volume and coverage.
Observation 3: According to the SA2’s latest discussion, SA2 have five options for the paging cause, among these options, the maximum number of cause value is 6.
Proposal 4: For the 4 bits paging cause, RAN2 can further confirm the impact on the real deployment about paging volume and coverage, if it will affect the number of the paging records, RAN2 shall indicate SA2 that the 4 bits paging cause is not recommended.
Proposal 5: Considering the deployment flexibility, Ran2 to discuss whether the paging cause supporting scope can be set to per TA or per Ran node.
Proposal 6: The following 2 issues can be given the lower priority:
· If the paging cause was added, does the network need to add the paging cause for the UE that not working at the MUSIM mode?
· [bookmark: _GoBack]How to determine the paging cause for the Inactive state?
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