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1. [bookmark: OLE_LINK13][bookmark: OLE_LINK14]Introduction & Background
Rel-17 SON/MDT [1] includes the following RAN2-led objectives in the context of MDT. 
· Support of data collection for MDT features for identified use cases, including 2-step RACH optimization and leftovers of Rel-16 SON/MDT WI (MDT enhancements and MDT for MR-DC) [RAN2, RAN3, RAN4]
· Enhancement of logged and immediate MDT (including coexistence with IDC) [RAN2, RAN3]
· Enhancement of reporting e.g. RLF and accessibility measurements, Successful Handover reporting [RAN2, RAN3].
· Specification of MDT for MR-DC [RAN2, RAN3, RAN4]

Furthermore, in RAN2#111-emeeting [2], the following topics are prioritized:
· For M5/M6/M7, it is proposed to apply them for EN-DC/MR-DC cases with different bear types. FFS on details.   
In this contribution draft, we will discuss the configuration and accuracy of M5, M6, and M7 measurements in the split-bearer scenario. 
2. Discussion
In this contribution draft, we will discuss both the accuracy and configuration aspects of immediate MDT measurements for M5, M6, and M7 measurements in the split-bearer scenario. 
[bookmark: _Ref4532732]2.1 Accuracy of M5 measurement in split-bearer 
In Rel-16 SON/MDT, we discussed only immediate MDT in the dual-connectivity [DC] scenarios, where RAN2 had the following agreements [3]:  
Agreements:
1	Only immediate MDT is supported for EN-DC scenario in R16 MDT
2 	In signaling based immediate MDT, MME provides MDT configuration for both MN and SN towards MN including multi RAT SN configuration, specifically E-UTRA and NR MDT configuration. MN then forwards the NR MDT configuration towards SN (EN-DC scenario, SN is always NR). 
3 	In management-based immediate MDT, OAM provides the MDT configuration to both MN and SN independently. Inform other working group that Management based MDT should not overwrite signaling based MDT. 
4	For immediate MDT configuration, MN and SN can independently configure and receive measurement from the UE.

Based on the above agreements, there can be the following issues in accurately obtaining the UE throughput:
1. Data burst transmission may not be synchronized in the split-bearer scenarios over MN and SN. In Rel-16, M5 measurement, i.e. average UE throughput, is obtained per DRB per UE and per UE for both DL and UL by gNB. The reference point of M5 measurement is the MAC layer in the Rel-16. Following the rel-16 description [4], the M5 measurements at gNB per UE for the downlink is computed as: 
	If, ×1000 [kbit/s]
	If , 0 [kbit/s]
Using this formula, both MN and SN can compute the UE throughput at PCell and PSCell. However, the knowledge of UE throughput at MN and SN will not be sufficient for computing the UE throughput in the split-bearer scenario. We will explain this later with an example.
2. OAM can provide MN and SN MDT configurations independently (particularly in management-based MDT), thus measurement periods at MN and SN may have different measurement periods and they may not be synchronized. 
3. The split-bearer setting may use packet duplication and aggregation, and for obtaining the UE throughput accurately network (TCE or MN) should know whether packet aggregation or duplication is used. 
Let us consider packet aggregation and duplication and discuss the accuracy of UE throughput measurements.  
2.1.1 M5 measurements with packet aggregation in the split bearer 
Let us consider the data burst transmission of a UE over MN and SN, where the data burst at MN and SN can have different start and end times. Let us consider the data burst size at MN is and data burst size at the SN is . Furthermore, assume that the UE throughput computed at MN and SN are A and B, respectively. Then, the UE throughput is computed as:
   (1)
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                                                  Fig. 1: Example of UE data burst transmission over MN and SN

We can see from equation (1) that UE throughput computations at MN and SN will not be sufficient for obtaining the UE throughput accurately. As M5 measurements are obtained at the end of the measurement period, thus let’s extend the study further where MN and SN can transmit multiple such data burst for a UE within a single measurement period. We assume here MN and SN have the same measurement periods and they are synchronized, i.e. they have measurement period and measurement period starts and ends at the same time.  
                                    [image: ]
                          Fig. 2: Example of UE data burst transmission over MN and SN within a measurement period 

In Fig. 2,  are the data bursts transmitted over MN. Furthermore,  are the time taken by MN to transmit these data bursts. Similarly,  are the data bursts transmitted over SN, and  are the time taken by SN to transmit these data bursts. Then, following the definition, the throughput computed as MN and SN will be given as:
  and   (2)
The exact throughput can be computed as: 
                                      (3)
We can determine from equation (2) and (3) that UE throughput cannot be computed accurately just using the throughput measurements at MN and SN. We also need the timing information of data bursts at MN and SN to accurately compute the UE throughput. 
2.1.2 M5 measurements with packet duplication in the split bearer 
Now, let us discuss the packet duplication in the split bearer scenario, where MN and Sn are sending the same data burst/packets over MN and SN.  Let us assume that the data burst size is . In Fig. 3, we present an example of packet duplication, where MN and SN transmit the same data burst. In 1-A and 2-A, we assume that synchronization between MN and SN can be achieved on the data burst level, i.e., if all the parts of data burst are successfully acknowledged at either MN or SN then data burst will not be transmitted over other. Otherwise, the entire data burst gets transmitted over both MN and SN. In 1-B and 2-B, we assume that the synchronization can be achieved on fine granularity, i.e., if some part of data burst is successfully received acknowledged at either of MN or SN then that part of data burst will not be transmitted over other. Thus, in 1-B and 2-B, transmission over MN and SN will end at the same time. MN and SN both transmit part of the complete data burst
                                                [image: ]
                                 Fig. 3: Packet duplication: Example of UE data burst transmission over MN and SN 
For 1-A and 2-A, the MN throughput, the SN throughput, and the actual throughput are computed as follows:
At MN:  At SN:  Actual (1-A):  Actual (1-B): 
For 1-B and 2-B, the MN throughput, the SN throughput, and the actual throughput are computed as follows:
At MN:  At SN:  Actual (1-B):  Actual (1-B): 
Let us extend the discussion per measurement period as discussed in the case of packet aggregation. Fig. 4 presents an example of data duplication in a single measurement period. Fig. 4(a) presents data burst transmission over MN and SN assuming synchronization on burst level. Fig. 4(b) presents data burst transmission over MN and SN assuming synchronization with fine granularity. 
UE throughput in Fig. 4(a) is computed as:
  (4)
UE throughput in Fig. 4(a) is computed as:
 (5)
[image: ]Fig. 4: Example of UE data burst transmission over MN and SN within a measurement period, (a) with the assumption in 1-A and 2-A, and (b) with the assumption in 1-B and 2-B. (b)
(a)

Similar to the packet/data burst aggregation scenario, we can see from equation (4) and equation (5) that throughput measurements at MN and SN will not be sufficient for obtaining the UE throughput accurately. The problem discussed in section 2.1.1 and section 2.1.2 gets further exaggerate if the measurement periods at MN and SN are not synchronized in the split-bearer setting. 
Therefore, for accurate UE throughput computation, the burst level information like burst size, the point in time when the transmission is started for the first data, and the point in time when the data until the second last piece of data burst TX over MN/SN has been successfully received at the UE will be required. For accurately obtaining the UE throughput in the split-bearer scenario, we have the following observations:
Observation 1: There can be several options for accurate M5 measurements:
Opton1: Both MN and SN send the burst level (burst size, the point in time when the transmission is started for the first data in the data burst over SN, the point in time when the data until the second last piece of data burst TX over SN has been successfully received at the UE) measurements to the TCE.
Option2: SN sends the burst level (burst size, the point in time when the transmission is started for the first data in the data burst over SN, the point in time when the data until the second last piece of data burst TX over SN has been successfully received at the UE) measurements to the MN. Thereafter, MN combines the burst level measurements at the MN and SN and reports the UE throughput over MN, UE throughput over SN, and exact throughput to both TCE and SN.
Note that there is a trade-off of adapting option 1 and option 2. On the one hand, option 1 reduces the processing at the MN, but it increases the traffic on the backhaul and has a slower reaction to the measurements. Option 2 requires higher processing at MN and increase the traffic at SN while it can provide a faster reaction to the obtained measurement. 
Observation 2: Indicator may be needed to indicate whether the duplication or packet aggregation is used. For option 1, both MN and SN adds the indicator to indicate whether the duplication or aggregation is used. For option 2, no indicator is needed.
2.2 Accuracy of M7 measurement in split-bearer 
In this section, we will present different aspects of M7 measurements in the EN-DC and MR-DC for both packet aggregation and packet duplication. 
2.3.1 Accuracy of M7 measurement in split-bearer in EN-DC for packet aggregation 
Let’s first point out the basic issue in calculating the different packet loss/discard rates and Uu packet loss in LTE and NR. Issues in correctly obtaining the packet dropped in EN-DC split-bearer scenario are the following:
· The Uu packet drop is computed in the PDCP SDU in LTE while the Uu packet drop is computed in the RLC SDU in NR
· The Uu packet drop is computed per DRB in LTE while the Uu packet drop is computed per DRB per UE in NR
· The packet discard rate at MAC and RLC is computed in the PDCP SDU in LTE while the packet discard rate at MAC and RLC is computed in RLC SDU in NR
· The knowledge of Uu packet loss at SN and MN is not sufficient for accurately computing the Uu packet drop rate
· The knowledge of MAC and RLC discard rate is not sufficient for obtaining the packet discard rate for the UE.   

Let us consider the example shown in Fig. 6. In EN-DC, at SN, the Uu loss rate,  is computed in part per million in terms of RLC SDUs while at MN, the Uu loss rate,  is computed in part per million in terms of PDCP SDUs. For the accurate computation of the Uu packet loss rate, there are two missing pieces, (i) both loss rate should be in the same granularity, and (ii) how many packets are transmitted over MN and SN to compted the exact number of packet dropped. 
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                                                                  Fig. 6: Different packet discard/loss/drop rates.
Let us assume if  is the Uu packet drop rate at MN and  is the Uu packet drop rate at the SN, then the Uu packet drop rate is computed as:
		        		                  , 
where  is the number of RLC SDUs of which some part is transmitted at MN over the air interface and  is the number of RLC SDUs of which some part is transmitted at MN over the air interface.
Thus, to compute the Uu packet loss rate, the knowledge of the number of the packets transmitted over the air-interface over MN and SN need to be known. Furthermore, to have the same granularity, the mapping between PDCP SDU and RLC SDU needs to be known. A similar analogy is valid for the accurately computing RLC and MAC packet drop rate in the split-bearer scenario in the EN-DC scenario.
2.3.2 Accuracy of M7 measurement in split-bearer in NR-DC for packet aggregation 
In the NR-DC, we have the same granularity for packets. However, the last two issues pointed out in split-bearer in the EN-DC scenario remains valid for the slit-bearer scenario in the NR-DC scenario, as follows:
· The knowledge of Uu packet loss at SN and MN is not sufficient for accurately computing the Uu packet drop rate
· The knowledge of MAC and RLC discard rate is not sufficient for obtaining the packet discard rate for the UE.   

Thus, to compute the Uu packet loss rate, the knowledge of the number of the packets transmitted over the air-interface over MN and SN need to be known. A similar analogy is valid for the accurately computing RLC and MAC packet drop rate in the split-bearer scenario in the NR-DC scenario.
2.3.3 Accuracy of M7 measurement in split-bearer in EN-DC for packet duplication 
In the packet duplication scenario, for accurately computing the Uu packet loss rate in the split-bearer in the EN-DC, we need the exact missing/lost packets over the Uu interface. Similarly, for computing the packet discard rate exact sequence number need to be known.
2.3.3 Accuracy of M7 measurement in split-bearer in NR-DC for packet duplication 
In the packet duplication scenario, for accurately computing the Uu packet loss rate in the split-bearer in the NR-DC, we need the exact missing/lost packets over the Uu interface. Similarly, for computing the packet discard rate exact sequence number need to be known.
Considering all the discussion, to accurately compute the packet discard-drop rate and Uu packet loss rate we have the following observation. 

Observation 3: For accurately computing the packet discard rate and Uu loss rate the following information should be sent from SN to MN over X2/Xn at the end of the measurement period.
1. The RLC SDU sequence number of packets lost over Uu interface
2. The RLC SDU sequence number of the packet discard at the RLC or MAC for traffic management for which part is transmitted over the air. 

Considering the discussions and observations in section 2.1.over M5 measurements and section 2.2 over packet discard/drop/Uu loss rate, we have the following proposal: 

Proposal 1: Considering both M5 and M7 measurements, we argue to introduce an X2/Xn message to obtain the following measurement at the end of the measurement period:
· Burst Size of data transmitted over SN
· The point in time when the transmission is started for the first data in the data burst over SN
· The point in time when the data until the second last piece of data burst TX over SN has been successfully received at the UE
· The RLC SDU sequence number of packets lost over Uu interface
· The RLC SDU sequence number of the packet discard at the RLC or MAC for traffic management for which part is transmitted over the air. 

2.3 M6 ul-PDCP measurement in split-bearer 
Let us consider the queueing model in Fig.5 depicting the packet flow between UE PDCP and RLC buffer in the split-bearer. Let us assume that UE PDCP receives at a rate λ. Furthermore, PDCP hosting node RLC/MAC, i.e. MN, is serving packet at the rate μ, and the corresponding node RLC/MAC, i.e. SN, is serving at a rate . Let us assume that  and μ are not the same, due to which one RLC/MAC will be receiving packets faster than the other. In terms of split bearer setting, the scheduling delay will be different over MN and SN. However, irrespective of the values of  and μ, the average ul-PDCP delay of the packet sent over MN and SN will be the same. Thus, a single measurement D1 value for both MN and SN in the split bearer is sufficient and separate reporting of UL-PDCP delay, D1, over MN and SN are mere duplication.  
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                                                    Fig. 5: Queueing model for UE PDCp and RLC stack

Based on the arguments presented above, we have the following proposal: 
Proposal 2: In the split-bearer scenario, UE reports a single ul-PDCP, D1, value.

2.3 PDCP layer throughput measurement
 We can see from the analysis in section 2.1 that for accurately computing the UE throughput, we need the burst level measurements. This results in a large volume of measurement transfer on either X2/Xn or backhaul. Thus, to reduce the complexity of the analysis of the measurements, in the split bearer, we can introduce UE throughput measurements at the PDCP layer. Here, PDCP throughput is measured as:

where  is the data volume sent to MN and SN RLC,  is the data volume that is not acknowledged by the UE at the end of the measurement period over MN and SN, and  is the measurement duration.
Proposal 3: Introduce UE throughput measurement at the PDCP layer, where UE throughput is defined as:   

where  is the data volume sent to MN and SN RLC,  is the data volume that is not acknowledged by the UE at the end of the measurement period over MN and SN, and  is the measurement duration.

3. Conclusion 
Observation 1: There can be several options for accurate M5 measurements:
Opton1: Both MN and SN send the burst level (burst size, the point in time when the transmission is started for the first data in the data burst over SN, the point in time when the data until the second last piece of data burst TX over SN has been successfully received at the UE) measurements to the TCE.
Option2: SN sends the burst level (burst size, the point in time when the transmission is started for the first data in the data burst over SN, the point in time when the data until the second last piece of data burst TX over SN has been successfully received at the UE) measurements to the MN. Thereafter, MN combines the burst level measurements at the MN and SN and reports the UE throughput over MN, UE throughput over SN, and exact throughput to both TCE and SN.

Observation 2: Indicator may be needed to indicate whether the duplication or packet aggregation is used. For option 1, both MN and SN adds the indicator to indicate whether the duplication or aggregation is used. For option 2, no indicator is needed.

Observation 3: For accurately computing the packet discard rate and Uu loss rate the following information should be sent from SN to MN over X2/Xn at the end of the measurement period.
1. The RLC SDU sequence number of packets lost over Uu interface
2. The RLC SDU sequence number of the packet discard at the RLC or MAC for traffic management for which part is transmitted over the air. 

Proposal 1: Considering both M5 and M7 measurements, we argue to introduce an X2/Xn message to obtain the following measurement at the end of the measurement period:
· Burst Size of data transmitted over SN
· The point in time when the transmission is started for the first data in the data burst over SN
· The point in time when the data until the second last piece of data burst TX over SN has been successfully received at the UE
· The RLC SDU sequence number of packets lost over Uu interface
· The RLC SDU sequence number of the packet discard at the RLC or MAC for traffic management for which part is transmitted over the air. 

Proposal 2: In the split-bearer scenario, UE reports a single ul-PDCP, D1, value.

Proposal 3: Introduce UE throughput measurement at the PDCP layer, where UE throughput is defined as:   

where  is the data volume sent to MN and SN RLC,  is the data volume that is not acknowledged by the UE at the end of the measurement period over MN and SN, and  is the measurement duration.
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Here, p; and p, are the Uu packet loss rates. Furthermore, g; and g,
are the packet drop/discard rate at RLC and MAC.
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