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1
Introduction
The support of fairness in the IAB topology was discussed in the Rel-15 IAB SI and captured in TR 38.874 [1]. The topic was then included in the initial objectives of the Rel-16 WID [2]. After brief discussion in RAN2 during Rel-16 WI, the topic was postponed to Rel-17. This was reflected in a revision of Rel-16 WID [3].
The Rel-17 WID, fairness was included again in the following Rel-17 objective [4]:
	Topology, routing and transport enhancements [RAN2-led, RAN3]:

· Specifications of enhancements to improve topology-wide fairness, multi-hop latency and congestion mitigation 



Using simulations based on the RAN1 evaluation methodology developed in Rel-15 SI [1], this paper demonstrates the significance of topology-related fairness, and the compares various options to address this fairness problem. Implications for RAN2 are derived from these simulation results. 
2
Discussion
2.1 
Fairness in IAB-topology
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Figure 1: Example for IAB topology using N:1 bearer mapping 
For access networks, fairness is commonly discussed in the context of resource scheduling among access links that carry traffic with same priority or QoS, but which have different average and/or instantaneous link quality and/or buffer load. Various scheduling schemes have been discussed in the literature. Fairness typically relates to the width of the distribution for a particular performance metric, e.g., such as per-link throughput, which is achieved by the scheduler over all access links. Fairness is typically considered higher if the distribution is narrower, which implies that the various links are treated more equally. 
For IAB, the scheduler also needs to include backhaul links into the fairness considerations. One would expect that the same principal fairness considerations apply since the RLC channels on the backhaul links use the same QoS metrics and priorities as access channels. Consequently, the scheduler would give the same treatment to backhaul and access RLC channels that have same link quality and carry traffic with same QoS and/or priority. This approach makes sense in case BH and access RLC channels each carry a single radio bearer. However, it falls apart when the BH RLC channel can aggregate multiple bearers while the access RLC channel only carries one. In this case, all bearers aggregated by the BH RLC channel will obtain substantially less resources than the bearer served by the access RLC channel. This increases the spread in the performance distribution over all UEs and therefore reduces fairness. The same issue arises for resource scheduling among BH RLC channels (e.g. pertaining to different BH links) that have same QoS/priority but carry different numbers of radio bearers.
Observation 1: Bearer aggregation reduces fairness among BH links and between BH and access links if not appropriately considered by the scheduler. 

In Rel-16 IAB, the scheduler does not have any knowledge about the number of radio bearers carried in a backhaul RLC channel. It does not even know if N:1 or 1:1 mapping has been applied to an BH RLC channel. This will consequently lead to a degradation of fairness. The CU cannot fix this by applying only 1:1 bearer mapping since it is not known what assumption the schedule makes on bearer aggregation. 
Observation 2: In Rel-16 IAB, the scheduler cannot appropriately meet fairness criteria since it does not know how many bearers are aggregated in each BH RLC channel. 

Figure 1 illustrates this problem on hand of an IAB topology with multiple hops. Assuming that all UEs in this topology have one DRB configured to consume the same best-effort service, the traffic carried in each LC spreads broadly over the topology. In this example, the IAB-donor-DU supports three LCs supporting the following RLC channels:

· Access RLC channel for UEA, carrying traffic for 1 DRB

· Backhaul RLC channel for IAB-node 1a, carrying traffic for 2 DRBs

· Backhaul RLC channel for IAB-node 1b, carrying traffic for 10 DRBs

If the scheduler in this example does not consider the different number of bearers carried in each RLC channel, some UEs will be served very well while others will get starved.
Note that this IAB-specific fairness problem is related to the aggregation of traffic in BH RLC channels. It is independent of other considerations such as link quality, QoS/priority requirements, etc., which need to be considered separately.
2.2 
Options considered for topology-related fairness 

For a performance analysis via simulation, the following scheduling enhancements are considered:

Option 1: N:1 bearer mapping is used, and the scheduler ignores the number of bearers per RLC channel.
· UEs closer to the IAB-donor-DU are expected to receive significantly higher throughput with lower latency compared to those connected further downstream. 

Option 2: 1:1 bearer mapping is used, and the scheduler applies the same fairness across all RLC channels. 
· Since each RLC channel carries exactly one radio bearer, topology-related fairness is expected to be captured.

· The benefits of N:1 bearer mapping cannot but leveraged, i.e., it may be necessary to configure a large number of logical channels on the BH link to accommodate 1:1 bearer mapping. Further, frequent reconfigurations may be necessary on intermediate hops related to establishment and release of DRBs. 
Option 3: N:1 bearer mapping is used, and the scheduler applies a weight multiplier to each LC that represents the exact number of DRBs this LC carries.

· Since the number of DBRs is explicitly included, topology-related fairness is expected to be properly captured.
· One of the benefits of N:1 bearer mapping, i.e., using only a few LCs on the BH link, can be accommodated. However, frequent signalling updates on intermediate hops are necessary so that the scheduler knows the exact number of DRBs contained in each LC.
Option 4: N:1 bearer mapping is used, and the scheduler applies a weight multiplier to each LC that represents the average number of DRBs this LC carries.

· Since only the average number of DBRs is captured, topology-wide fairness may only be approximated.

· All benefits of N:1 bearer mapping become available, i.e., using only few LCs on the BH link as well as infrequent signalling updates on intermediate hops.
It should be stressed that N:1-bearer mapping used in options 3 and 4 is especially beneficial for best effort services, which represents one of the main use cases for IAB.
2.3 
Evaluation of scheduling enhancements via simulation 

The above options for handling topology-related fairness are compared via simulation. The simulations are conducted over a 19-cell homogenous network using the evaluation methodology as defined in Rel-15 IAB Study Item (TR 38.874). These simulations are conducted for FR2.
Two simulation scenarios were considered:

Scenario A: 3 of 19 three-sector cells are IAB-donor-DUs

Scenario B: 7 of 19 three-sector cells are IAB-donor-DUs

The topologies for each scenario were derived from a topology optimization algorithm, which aims to achieve a balanced topology with a small number of hops. This already improves topology-wide fairness and minimizes the need for topology-related fairness. The algorithm is described in appendix 1.
Figure 2 shows the resulting topologies with respect to each IAB-donor-DU in both scenarios. Note that the maximum hop count in all cases is rather small (≤ 2) and the number of IAB-nodes is rather balanced over the IAB-donor-DUs. 

In each scenario, 570s UEs are randomly dropped with homogenous distribution over the network area. UE association to each node (and sector) is based on RSRP. The topologies in Figure 2 include the resulting number of UEs connected to each node. The variation in the number of UEs per node is due to the randomness created by the drop and shadow fading, which affects RSRP.
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Figure 2: Topologies underneath each IAB-donor-DU. 2a: Simulation scenario A with 3 IAB-donor DUs. 2b: Simulation scenario B with 7 IAB-donor-DUs.

For traffic generation, the simulations use FTP model 2. The following performance metrics are evaluated:

· Average throughput per UE based on the number of 2MB files downloaded over 5s simulation time.

· Average download delay per UE based on the time each file takes to be delivered to the UE.

The performance metrics are evaluated for all four options discussed in section 2.2. For option 4, the average number of UEs per backhaul channel is based on the network-wide average number of UEs per node, which is 30 per node and 10 per node sector. 
Further details on the simulations are discussed in appendix 1.
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Figure 3: UE performance distribution for 3 IAB-donor-DUs. Left: CDF of UE throughput. Right: CDF of average file download delivery delay per UE.
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Figure 4: UE performance distribution for 7 IAB-donor-DUs. Left: CDF of UE throughput. Right: CDF of average file delivery delay per UE.

Figure 3 and 4 show the simulation results for scenarios A and B using 3 and 7 IAB-donor-DUs, respectively. The curves show that including information on the bearer-aggregation per BH RLC channel (options 2, 3, 4) has significant impact on the overall performance across the IAB-network. In both scenarios, the median throughput can be raised by a factor of 4 (!) when such information is included. The median file delivery latency is reduced by a factor of 2.5 in scenario A and by a factor of 3.8 in scenario B. The remaining spread over UEs is due to the varying number of UEs per IAB-donor-DUs and due to variations in channel conditions.

Observation 3: The simulations show that considering bearer aggregation in scheduling can significantly improve network performance and fairness.
Figure 3 and 4 further show that the all three options that include bearer aggregation in scheduling (i.e. options 2, 3 and 4) have rather similar performance. Using 1:1 bearer mapping (option 2) has slightly higher latency, which is explained in appendix 2, below. 
Considering the average number of DRBs per LC (option 4) performs almost as well as using the exact number of DRBs per LC (option 3). The reason for this is that the variance around the average is small for the number of UEs per sector used in this simulation (10). Such a rather large value can be expected for high network traffic load. At smaller network traffic load, i.e., for fewer UEs per sector, the variance becomes larger, but at the same time, fairness considerations become less critical since more capacity is available per UE. 

Observation 4: The simulations show that comparable fairness can be achieved for 1:1 and N:1 bearer mapping if the scheduler considers the aggregation level.

Observation 5: The simulations show that comparable fairness can be achieved when considering solely the average vs the actual number of bearers aggregated.
2.3 
Implications on Rel-17 IAB enhancements
The above simulations indicate that information on bearer aggregation needs to be available at the scheduler to appropriately apply topology-wide fairness schemes. 
Note that in Rel-16 IAB, the scheduler does not even know if 1:1 or N:1 bearer aggregation is applied to an BH RLC channel, and therefore, no proper fairness considerations can be conducted. 
Observation 6: In Rel-16 IAB, topology-wide fairness cannot be considered by the scheduler via 1:1 bearer mapping since the scheduler does not know if 1:1 or N:1 bearer mapping is applied to the BH RLC channel.

Further, topology-wide fairness support should also be enabled for N:1 bearer mapping (option 3 and 4). 
Proposal 1: The scheduler to be provided with sufficient information to apply topology-wide fairness schemes for 1:1 and N:1 bearer mapping.

Proposal 2: The scheduler to be provided with information on the number of radio bearers aggregated in the BH RLC channel.
To allow operation with reduced signalling overhead, the fairness scheme of option 4 should be supported, where the scheduler only knows the average rather than the actual number of bearers carried in each BH RLC channel.

Proposal 3: The scheduler to be provided with information on the average number of radio bearers aggregated in the BH RLC channel.
Proposals 1 and 2 can be realized by including the number of radio bearers per BH RLC channel in the BH RLC channel (re-)configuration on IAB-DU and IAB-donor-DU. This indication may reflect the actual number of DRBs or a time-averaged value. It is up to the CU to decide on the update frequency and averaging time interval. In this manner, all three options 2, 3 and 3 can be supported. As the simulations show, the scheduler applies the same behaviour based on this number if it refers to an exact or an average value. Therefore, no additional information, e.g., such as averaging time interval, 1:1 vs. N:1, etc., is needed. 
3
Conclusion
This paper discussed scheduling support to achieve IAB-topology-related fairness. The following observations and proposals have been made: 

Observation 1: Bearer aggregation reduces fairness among BH links and between BH and access links if not appropriately considered by the scheduler. 

Observation 2: In Rel-16 IAB, the scheduler cannot appropriately meet fairness criteria since it does not know how many bearers are aggregated in each BH RLC channel. 

Observation 3: The simulations show that considering bearer aggregation in scheduling can significantly improve network performance and fairness.

Observation 4: The simulations show that comparable fairness can be achieved for 1:1 and N:1 bearer mapping if the scheduler considers the aggregation level.

Observation 5: The simulations show that comparable fairness can be achieved when considering solely the average vs the actual number of bearers aggregated.
Observation 6: In Rel-16 IAB, topology-wide fairness cannot be considered by the scheduler via 1:1 bearer mapping since the scheduler does not know if 1:1 or N:1 bearer mapping is applied to the BH RLC channel.

Proposal 1: The scheduler to be provided with sufficient information to apply topology-wide fairness schemes for 1:1 and N:1 bearer mapping.

Proposal 2: The scheduler to be provided with information on the number of radio bearers aggregated in the BH RLC channel.
Proposal 3: The scheduler to be provided with information on the average number of radio bearers aggregated in the BH RLC channel.
3
References

[1]
TR 38.874, NR; Study on Integrated Access and Backhaul, v16.0.0, 3GPP TSG RAN Meeting #82, Sorrento, Italy, December 10-13, 2018
[2] RP-192882, WID on Integrated Access and Backhaul for NR (NR_IAB), 3GPP TSG RAN Meeting #82, Sorrento, Italy, December 10-13, 2018
[3] RP-193092, revised WID on Integrated Access and Backhaul for NR (NR_IAB), 3GPP TSG RAN meeting #86, Sitges, Spain, December 9-12, 2019
[4] RP-201293, revised WID on enhancements to integrated access and backhaul (NR_IAB_enh), Electronic Meeting, June 29 – July 3, 2020
Appendix 1: Details on the simulations
Tables 1 and 2 summarize the simulations parameters:
Table 1: Simulation parameters for access and backhaul links

[image: image5.emf]Parameters

Values

Access  Backhaul

Carrier Frequency  30 GHz 30 GHz

Simulated BW 400 MHz 400 MHz

TTI  125 micro sec 125 micro sec

Overhead 40% 40%

Antenna element gain BS: 8 dBi

UE: 5dBi

8 dBi

BS antenna array {M, N, P} = {16, 8, 2}

UE antenna array {M, N, P} = {2, 2, 2}, two panels N/A

BS TX power 33 dBm

UE TX power 23 dBm N/A

BS analog BF codebook L3: 33 beams, 3 rows on azimuth with 11 beams 

each (equally spaced DFT beams)

L3: 33 beams, 3 rows on azimuth with 11 beams 

each (equally spaced DFT beams)

UE analog BF codebook L3: 4 beams, 2 rows of 2 beams each

(equally spaced DFT beams)

N/A

Noise figure BS Rx: 7 dB

UE Rx: 13 dB

BS Rx: 7 dB

Traffic Model FTP model 2 w/ file size 2 Mbytes, DL

ߣ

= 0.125 file/slot(arrivalrate chosen assuming 

19 donors and 80% RU)

Aggregated access traffic

UE speed 3 km/hr, all UEs outdoor (no channel update) N/A

Tx power control No No

MU-MIMO enabled No No

Number of layers Up to 2 Up to 2

SNR to rate conversion MCS Table MCS Table

Interference Modeled + genie scheduler Modeled + genie scheduler


Table 2: Simulation parameters for layout
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Layout Homogenous urban micro

Single layer: 19 micro sites

with wrap-around

Number of IAB donors 

(Ndonor)

3: {9, 13, 17}

7: {1, 9, 11, 13, 15, 17, 19}

Number of IAB nodes 19 –Ndonor

Inter-BS distance  200 m

Sectorization 3 sectors, 3  active at a time

Large-scale channel 

parameters

-Micro-to-UE: UMi-Street canyon

-Micro-to-Micro: UMi-Street canyon (h

UE

=10m)

BH link bonus The path loss for links between the IAB node and candidate serving IAB 

nodes/donors is determined based on N =3 independent large-scale channel 

realizations (taking into accountLOS/NLOS probability and shadowfading)

Fast fading parameters -Micro-to-UE: UMi-Street canyon

-Micro to Micro: UMi-Street canyon O-to-O (h

UE

=10m); ASA and ZSA 

statistics updated to be the same as ASD and ZSD; ZoDoffset = 0

UE distribution 100% outdoor,10 UEs/sector/cell

UE pruning With UE pruning: Only the UEs that can obtain the least MCS spectral 

efficiency with full allotted BW, are served by the network and considered 

for rate analysis.


The topology optimization algorithm is described in Table 3. Other algorithms, i.e., based on RSRP, were also evaluated. They tend to increase the performance improvement through consideration of fairness since the topologies are less balanced. 
Table 3: Algorithm for topology optimization
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The following TDM resource configuration scheme has been used:
· The IAB-donor-DU uses all time resources as hard resources.
· Each IAB-DU can use any time resource that is not used by its parent node. This represents the scenario, where all time resources are configured as soft on each IAB-DU, and the IAB-DU can infer resource availability without delay.

This TDM scheme is well suited as the traffic bottlenecks reside at the IAB-donor-DUs in both scenarios. Other TDM schemes showed different overall performance (generally worse) but the impact of the fairness schemes on performance was essentially the same.

The simulation performs the following steps:
· Drop UEs over network area,
· Compute shadow fading and pathloss matrix,
· Assign UEs to nodes based on RSRP,
· Compute topology,
· Run dynamic simulation (time-slot resolution):
·  Generate traffic (files), as needed,
·  Schedule traffic,
·  Derive link activity,
·  Derive SINR and instantaneous data rates at each link,
·  Update buffer queues and determine file delivery based on these rates,
·  Determine aggregated performance metrics
The performance metrics were defined as follows:
· Total delivered traffic per UE: sum of total number of received bits by UE for all files during simulation time.
· Average file-download delivery delay per UE: mean of E2E delay for a file to be delivered to the UE.
RAN1 also defined the User-Perceived-Throughput (UPT) metric, which captures the ratio of file size and delivery delay. The UPT results are similar to the throughput results shown here and therefore not further discussed. Due to larger file-download latency, 1:1 bearer mapping performed slightly worse than N:1 bearer mapping for the UPT metric.
Appendix 2: Performance of 1:1 vs. N:1 bearer mapping
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Figure A2: Example of file download for N:1 vs. 1:1 bearer mapping

The simulations show slightly higher file download delivery delay for 1:1 bearer mapping than for N:1 bearer mapping. This observation can be motivated by the example shown in Figure A2, where traffic is downloaded for three UEs connected to an IAB-node over a BH-link. The BH link is assumed to be the bottleneck due to aggregation with traffic to other IAB-nodes. For that reason, the latency is dominated by the buffering time in front of the backhaul link (i.e. at the IAB-donor-DU). In this example, it is assumed that one file is downloaded for each UE. 

For N:1 bearer mapping, the files of the three UEs share a single buffer at the backhaul link. If the file download time per file over the BH link is t, the first file is downloaded after 1t, the second after 2t and the third after 3t.

For 1:1 bearer mapping, each file is held in a separate buffer at the backhaul link. The transmission of each file needs many time slots. If the scheduler processes the load of all three buffers in a Round Robin scheme, it roughly takes 3t for each file to be delivered. This delay is higher than for N:1 bearer mapping.
Other scheduling schemes for 1:1 bearer mapping may lead to different results. However, to achieve the same (low) latency for 1:1 mapping as for N:1 mapping, the scheduler would have to prioritize the traffic of UE1 over the traffic of UE2 over the traffic of UE3, which is not compliant with the assumption that these LCs are configured with same priority/QoS.
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