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1 Introduction
The email discussion of [Post111-e][917][Multi-SIM] Multi-Sim (vivo) has finished, and the rapporteur has given summaries for each question. However, there is still several questions which has not achieved the agreeable proposals, and need online discussion. In this contribution, we will further discuss the open questions and give our proposals for the online discussion, based on the email discussion summary.
2 Discussion
2.1 Paging collision
Multi-USIM UE with single Rx cannot simultaneously monitor paging on more than one 3GPP networks, and if the paging occasions (POs) of the two USIMs overlap in time, paging reception collision occurs.  The companies has commented on the four options suggested by SA2 LS: 
-
Option 1: UE -requested 5G-GUTI reassignment for one USIM using the Mobility Registration Update. However, it should be noted the 5G-GUTI is systematically reassigned by the network during the Mobility Registration Update procedure (as of Rel-15) requires. Proposed for 5GS only.

-    Option 2: Changes related to the UE_ID (UE Identity Index) that is used for calculation of PF/PO only:
-    Option 2a    Calculation of PF/PO by using an Alternative UE_ID I. The UE ID sent in the paging message is not impacted by this Alternative ID that is only used for PO/PF calculations Proposed for both EPS and 5GS.

-    Option 2b   Calculation of PF/PO by using a UE_ID which is derived from IMSI+offset value. The offset value is negotiated between UE and MME. Proposed for EPS only. 

-    Option 2c   Calculation of PF/PO based on MUSIM Assistance Information which can carry either a paging policy selector in RAN or an Alternative ID (like in the solution above) or a pattern of availability (e.g. specific SFN Slots/ DRX cycles).
-    Option 3 Repeating paging in the RAN on consecutive POs. for MUSIM devices.

-    Option 4 UE Implementation-based solution to address overlapping POs (like today)

And the following Table 2 was given by rapporteur to be used for effectiveness evaluation of option 1, 2a, 2b and 3:
Table 2: effectiveness comparision between options 1, 2a, 2b, 3.

	Option
	Advantage 
	Disadvantage
	RAN spec impact

	Option 1
	The increased signal overhead on Uu is less.
	1) Without UE assistant information, the new assigned 5G-GUTI/alternative UE_ID/offset may still result in PO collisions;

2) Paging collisions may occur after cell reselection in which case UE needs to request new 5G-GUTI/alternative UE_ID/offset again.
	No impact.

	Option 2a
	
	
	Change the legacy way to calculate PF/PO.

	Option 2b
	
	
	Change the legacy way to calculate PF/PO.

	Option 3
	Paging collision can be totally solved.
	The signal overhead on Uu may be significantly increased in the RAN.
	UE is required to at least monitor one PO in a single DRX among consecutive DRX cycles.


From the table, it shows that:

· Option 1 has no RAN spec impact, but may still result in PO collisions
· Option 2a and 2b, has RAN spec impacts, and also may still result in PO collisions

· Option 3 has some RAN spec impacts, for example, on the UE and network behavior description of paging transmission, and will increase the signaling overhead, but, it can solve the PO collision totally
So for the overall consideration on the cost and effect, option 3 may be the most optimal one, if we compare the solutions independently, and if we have the assumption that the PO collision probability is low and the additional signalling overhead is not a big deal. 
For option 4, the following proposal and observation was given:

Proposal 6: Online discussion is needed if the Option 4 (UE Implementation-based approach) is feasible from RAN2 point of views.  

Observation 5: Standardized solution will ensure deterministic and uniform behavior from all UEs, and avoid impact on the paging latency, paging success performance and so on.

As commented in the email discussion feedback, we prefer the option 4 to solve the PO collision issue, because we always think that PO collision probability is very low, and it not worthy to solve this issue, especially based on solutions with too many spec impacts, such as option 2a or 2b.
If companies want some standardized solutions, for example, to ensure deterministic and uniform behavior from all UEs, we suggest at least support UE implementation solution as the baseline. And then if paging latency, paging success performance or the UE power consumption have been impacted seriously, some standardized solutions with little spec impact can be considered.
Proposal 1: Support Option 4 as the baseline for paging collisions issue.
· Consider to support using Option 1 or Option 3, if standardized solutions are needed.
2.2 Busy indication
If a multi-USIM device, having an ongoing communication in network A while received a paging message in network B, and evaluates the ongoing communication in network A is more important, the UE may switch to network B to indicate a “busy” indication, to notify Network B that the UE has received the paging but cannot set up the communication. 
For busy indication mechanism, the following proposals have been given in the email discussion summary:
Proposal 9: From RAN2 point of view, when paging reception in one network colliding with data reception in another network is detected, the approach of Access Stratum-based solution with scheduling gap is feasible.

Proposal 10a: Using table 1 as a baseline on the discussion the expected time (in ms) required for UE to send a (NAS) busy indication to Network B.

Proposal 10b: Further online discussions needed to conclude whether scheduling gap is sufficient in network A for the UE to listen to paging and respond with BUSY indication. Table-1 can be considered as starting point for estimation of time delay calculation. This may be revisited based on the agreed signaling mechanism for BUSY indication.
Proposal 11: From RAN2 point of view, it is feasible (and secure) that the busy indication is sent as an RRC message instead (no NAS message to the CN) i.e. as an RRC response to paging without requiring an RRC connection for RRC Inactive UE. FFS for idle UE.
As commented by several companies in the email discussion feedback, the UE may send busy indication relatively rarely, and it is inefficient to reserve additional time for busy indication for each scheduling gap for paging monitoring. Actually, busy indication is not a periodical event, for which a scheduling gap may not be a suitable solution. Other solution, for example, coordinated leaving, can be considered. So we think that, for the time of paging monitoring and busy indication, Proposal 9 and Proposal 10a has given enough guidance, and we may not need to discuss whether a scheduling gap be needed for both listening to paging and responding with BUSY indication.
Proposal 2: A uniform scheduling gap is not needed in network A for both listening to paging and responding with BUSY indication.
As shown in Proposal 11, even a NAS based solution for busy indication transmission by TR 23.761, AS based solution is also feasible, at least for RRC Inactive UE. So we should evaluate the expected time (in ms) required for UE to send a (NAS) busy indication to Network B for NAS based solution and AS based solution, independently.  And if an uniform solution is suggested for both RRC Inactive UE and RRC Idle UE, we a little prefer AS solution, for which the interruption time in network A is less than NAS based solution, and if the interruption in network A is too long, it will degrade performance on Network A.
Proposal 3: Evaluate the expected time (in ms) required for UE to send a (NAS) busy indication to Network B for NAS based solution and AS based solution, independently.
· Try to reduce the interruption time in network A as short as possible.
2.3 Paging cause transmission
For paging cause transmission, the following proposal or observation have been given:
Proposal 14a: agree the observation 2.1 to evaluate the paging overlead by paging cause extension.

Observation 2.1: The overhead of paging cause is (1+[image: image2.png][ log,number _of paging cause ]|



)  bits per UE in E-UTRA and NR, if parallel list, the extension solution adopted in R16 E-UTRA paging message,  is applied for introducing paging causes.

Proposal 14b: From overhead point of view, it is feasible to have paging cause on Uu for EPS and 5GS. 

Observation2.2: if the paging cause (3 bits per UE) is added, the paging message size is generally increased by ~6% for E-UTRA and ~8% for NR.

Proposal 15: Online discussion is needed whether this increasing will impact the real deployment about paging volume and coverage.    

As we know, considering beam mechanism, the same paging message will be transmitted in several PDCCH motoring occasion, and in NR-U, in addition to transmission on several PDCCH monitoring occasion, the paging message may be transmitted on one or more additional POs. So it can result in a big resource overhead change for any paging message size increase.  And as shown in Proposal 15, the increase of paging size may have impact on paging volume and coverage, we suggest to do further study for paging cause transmission, and try to minimize the paging message size increased by paging cause.
Proposal 4: Suggest do further study to minimize the increased paging message size by paging cause transmission.
3 Conclusion

In this contribution, we give further discussion on the open questions and give some proposals as following:
Proposal 1: Support Option 4 as the baseline for paging collisions issue.

· Consider to support using Option 1 or Option 3, if standardized solutions are needed
Proposal 2: A uniform scheduling gap is not needed in network A for both listening to paging and responding with BUSY indication.
Proposal 3: Evaluate the expected time (in ms) required for UE to send a (NAS) busy indication to Network B for NAS based solution and AS based solution, independently.
Proposal 4: Suggest do further study to minimize the increased paging message size by paging cause transmission.
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