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1   Introduction
The following is a major objective of Rel-17 IAB work:
Topology, routing and transport enhancements [RAN2-led, RAN3]:

· Specifications of enhancements to improve topology-wide fairness, multi-hop latency and congestion mitigation 

Following the conclusion of RAN2#111-e, an email discussion was launched to address all 3 key elements of this objective: [Post111-e][902][eIAB] Enhancements to improve topology-wide fairness, multi-hop latency and congestion mitigation (Samsung).
In this tdoc, we focus on topology-wide fairness. Building on the discussion in [Post111-e][902][eIAB], we share our views on this key issue.
2   On fairness concept and definition
In our view, fairness is a deliberately all-encompassing (and perhaps vague) term, and we are against imposing unnecessarily stringent restrictions on the definition of fairness as has been proposed by some companies in [Post111-e][902][eIAB]. Vendors should be free to offer to network operators a wide range of QoS management and QoS distribution options. On the other hand, we need a common understanding of fairness (which is representative of the most common use-cases), so as to be able to understand whether Rel-16 baseline allows for it, and if not, what kind of enhancements are needed. We therefore propose the following:

Proposal 1: RAN2 will not prevent by design any fairness concept or scheduling technique commonly used.

Proposal 2: RAN2 will use proportional fairness (proportional fair scheduling being one example, equitable distribution of QoS being another example) as baseline definition and aim for Rel-17.

3   On granularity of fairness

We see 3 possible granularities of fairness:
1. Per radio bearer of the UE

· This is the case where UE bearers carrying the same service (traffic type/application type) have the “same” (potentially relatively weighted) QoS, regardless of the location where the UE attaches to the network (e.g. agnostic to number of hops from Donor-DU)

2. Per UE

· This is the case where the QoS used for comparisons (to ensure proportional fairness is achieved) is averaged across all bearers of a UE (rather than it being per-bearer)
· Averaging could also be possible across a sub-set of bearers, e.g. all non-BE (best-effort) bearers, or just bearers with certain critical services (e.g. those carrying URLLC traffic)
3. Per LCH of the UE
· This is useful as an indicator of lower layers’ performance and is agnostic to features such as split bearer

· Enforcing per-LCH fairness would therefore be a useful tool to ensure fair performance of BAP layer and below across the network
Proposal 3: RAN2 will study ways of ensuring per-bearer, per UE, and per-LCH fairness.

4   On meeting the fairness requirement with Rel-16 baseline
It should first be noted that bearers for different UEs (and in some cases even bearers belonging to the same UE) traverse different paths on the DL (and UL); they experience different number of hops, different congestion conditions, different radio conditions, different buffer status at intermediate nodes and so on. The CU currently has no knowledge of many of these "field conditions” when configuring the routing tables at intermediate nodes.
Additionally, as mentioned already, bearers could be N:1 mapped to backhaul RLC channels (i.e. aggregated), and there is no way of ensuring "special treatment" for a subset within that bundle. On the UL there is more scheduling control, but less ability to avoid congestion as we move closer towards Donor-DU; many issues encountered on the DL such as varying congestion and radio conditions apply to the UL.
As an example, a bearer that needs to traverse more hops to its destination could be routed via a less congested path or via a path with lower reported buffer occupancy at intermediate nodes than another bearer with the same QoS requirements but fewer hops to destination – this is not possible with Rel-16 baseline. As another example, since identical PDB requirements for two bearers can lead to different PDB/per hop, the CU could configure the PDB/hop at intermediate nodes (including an “effective” PDB which takes into account various field conditions mentioned above and anticipates delays) and/or remaining validity for packets of a bearer (beyond which PDB could not be met, e.g. in ms) for all or some of the intermediate nodes – again, this cannot be done using the Rel-16 IAB baseline.
Given the above, we propose the following:

Proposal 4: RAN2 confirms that topology-wide fairness (as defined in previous proposals) cannot be met using Rel-16 baseline.

5   Proposed technical focus for the work on fairness
Based on examples from Section 4, we propose the following:
Proposal 5: RAN2 will study the signaling to support CU in ensuring fairness, including reporting congestion conditions on different routes, radio conditions on different routes including reports of RLF, buffer status at intermediate nodes, wireline delay at intermediate nodes including any processing delay and radio protocol operation delay, and Tx/Rx operation switching delay at intermediate nodes.

Regarding the per-hop PDB, the Rel-16 specs already allow the configuring of PDB of a BH RLC CH per hop, via F1AP. When configured, the IAB node will try and guarantee the one-hop latency according to it. Choosing the per-hop PDB value is an implementation issue. However, providing the CU with assistance information to modify such PDB/hop (and configure what we referred to in the previous Section as “effective PDB”), so that it can take into account “field conditions”, is something we believe RAN2 should look at in Rel-17:
Proposal 6: RAN2 will study mechanisms for CU to configure the PDB per hop at intermediate nodes which include ways for the CU to modify (e.g. reduce) the value of PDB/hop which it communicates to intermediate nodes (thereby creating an “effective PDB”), based on feedback from intermediate nodes and Donor-DU.

Additionally, in order to guarantee fairness, the CU could group the bearers requiring the same treatment to share the routes as much as possible (this may or may not include aggregation onto the same backhaul channel or channels) – this helps ensure the same delay (important if all bearers have the same PDB). When such bearers to not have the same final destination, de-aggregation of bearers may be needed. 
And finally, in case of aggregated bearers, in order to achieve fairness among the individual bearers, adding the DRB ID in the BAP header may be needed. To further support the fairness, DRB QoS information of each DRB aggregated in the BH RLC CH may be also useful since the IAB node scheduler can then be aware of the QoS requirements.
Based on these two use-cases we additionally propose the following:
Proposal 7: RAN2 will study the need for any additional information needed in the BAP header for fairness mechanisms to work (e.g. bearer ID, bearer QoS info). 

6   Conclusions

In the present tdoc, we focused on topology-wide fairness in Rel-17 IAB.
On the concept itself, and the definition of fairness, based on what was discussed in [Post111-e][902][eIAB], we propose the following:

Proposal 8: RAN2 will not prevent by design any fairness concept or scheduling technique commonly used.

Proposal 9: RAN2 will use proportional fairness (proportional fair scheduling being one example, equitable distribution of QoS being another example) as baseline definition and aim for Rel-17.

When it comes to granularity of fairness, our preference is as follows:

Proposal 10: RAN2 will study ways of ensuring per-bearer, per UE, and per-LCH fairness.

On whether the fairness requirement can be met with Rel-16 baseline, this is our view:

Proposal 11: RAN2 confirms that topology-wide fairness (as defined in previous proposals) cannot be met using Rel-16 baseline.

Following the above framework discussion, we propose the following technical directions:
Proposal 12: RAN2 will study the signaling to support CU in ensuring fairness, including reporting congestion conditions on different routes, radio conditions on different routes including reports of RLF, buffer status at intermediate nodes, wireline delay at intermediate nodes including any processing delay and radio protocol operation delay, and Tx/Rx operation switching delay at intermediate nodes.

Proposal 13: RAN2 will study mechanisms for CU to configure the PDB per hop at intermediate nodes which include ways for the CU to modify (e.g. reduce) the value of PDB/hop which it communicates to intermediate nodes (thereby creating an “effective PDB”), based on feedback from intermediate nodes and Donor-DU.

Proposal 14: RAN2 will study the need for any additional information needed in the BAP header for fairness mechanisms to work (e.g. bearer ID, bearer QoS info). 
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