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1. Introduction
In RAN2#111-e, the discussions on Conditional PSCell Addition and Change (CPAC) were kicked off for Rel-17. We have reached the following agreements [1]:
	· R2 assumes that the work Will follow what is in the WID, and initially focus on CPA and Inter-SN CPC

· R2 assumes for now that LTE SCG is not included. 




The email discussion [Post111-e][920][eDCCA] Conditional PSCell Change and Addition [2] initially focused on CPA and Inter-SN CPC scenarios. 
In this contribution, we will present our views on the basic procedure for CPA and Inter-SN CPC scenarios. 
2. Discussion
During the initial stage in Rel-16, general discussions about CPAC scenarios had been performed and some basic agreements were made. In the later phase, Rel-16 focused on the scenario of intra-SN CPC without MN involved. Some previous agreements are no longer applicable for Rel-17 CPA and inter-SN CPC scenarios. We would discuss the basic procedure for CPA and inter-SN CPC, mainly covers the following scenarios:

· Scenario 1: Conditional PSCell addition (CPA)

· Scenario 2: MN initiated inter-SN CPC
· Scenario 3: SN initiated inter-SN CPC
As shown in Table 1, some options has been discussed in the email discussion [Post111-e][920][eDCCA] Conditional PSCell Change and Addition [2]. We would discuss the basic procedures to cover the open issues in the email discussion.
Table 1: Overview of CPAC basic procedures
	Basic Procedure
	CPA
	MN initiated inter-SN CPC
	SN initiated inter-SN CPC

	
	
	
	Option1
	Option2
	Option3
	Option4
	Option5

	Generation of execution condition(s)
	MN
	MN
	Source SN
	Source SN
	Source SN
	source SN requests MN to perform SN change
	Source SN requests MN to perform SN change

	Generation of PSCell configuration(s)
	Target SN
	Target SN
	Target SN
	Target SN
	Target SN
	Target SN
	Follow MN initiated inter-SN CPC

	Generation of final CPAC message
	MN
	MN or SN
	MN
	Target SN
	Source SN
	Target SN
	

	Transmission of final RRC message
	MN
	MN
	MN
	MN
	MN
	MN
	


Note: the items in red color need further discussion.
2.1. Configuration of execution conditions

In general, the node, which initiates the CPAC, could decide the content of execution conditions. While after generation, which node should be responsible to configure the execution condition could be concluded in the email discussion [2]. 
However, whether source SN or target SN for different scenarios knows the condition is an open issue. The answer could impact the decision for the follow-up CPAC procedures. In our understanding, inter-node comprehension could be beneficial. As CPAC is conditional based, the status of the target SN may be changed after this CPAC configuration. In this way, it is better for target SN to comprehend the execution condition at the UE when UE accesses the target SN. If necessary, the target SN may coordinate on exact execution conditions.
Regarding the inter-node communication for execution condition in CPAC, the execution condition and configuration for a candidate PSCell could be configured by the SN or MN RRC message. If configured by the SN RRC message for MN initiated inter-SN CPC, the MN could transfer the execution condition to the SN. Then SN may comprehend the execution condition and generate the CPC configuration message. If configured by the MN RRC message,  there may be some benefit if the information sharing between MN and SN is allowed. 
Proposal 1: Execution condition sharing between MN and SN should be supported for different CPAC scenarios.
2.2. Generation of CPAC message
The final CPAC message contains the execution condition and PSCell configurations. The execution condition and configuration for a candidate PSCell could be configured by the SN or MN RRC message.
For SN initiated inter-SN CPC, we would first decide the execution condition and configuration for a candidate PSCell could be configured by the SN or MN RRC message. For SN initiated Inter-SN CPC, as shown in Table 1, the CPC message could be generated by MN, source SN, or target SN. We would consider below options:  
· the MN generates the final CPC message (option 1). The source SN sets the execution condition and communicates it to the MN. The MN generates the conditional reconfiguration message including the execution condition(s) provided by the source SN and RRCReconfiguration provided by the candidate PSCell(s). Here, the MN may have to comprehend the SN generated information and generate part configuration related to the PSCell. However, MN may be a different RAT than SN, which could increase the complexity.

· the source SN  generates the final CPC message (option 3). The source SN sets the execution condition. The source SN communicates with target SN and receives RRCReconfiguration provided by the candidate PSCell(s). The source SN generates the conditional reconfiguration message and provides it to the MN (possibly in a transparent container) for transmission to the UE.

· the target SN  generates the final CPC message (option 2 or 4). The target SN could control its execution condition and PSCell configuration.

For SN initiated inter-SN CPC, it is straightforward for SN to control and generate the CPC message.  “The source SN generates the final CPC message” (option 3) is more like with the intra-SN CPC, which would be better to keep consistency for inter-SN and intra-SN CPC. 
For MN initiated inter-SN CPC, the execution condition and configuration for a candidate PSCell could be configured by the SN RRC message. And MN will generate the RRC message to the UE. Similarly, this would help to keep consistency for inter-SN and intra-SN CPC.
Proposal 2: Source SN generates the conditional reconfiguration for SN initiated inter-SN CPC. This also applies to MN initiated inter-SN CPC.

2.3. Feedback of CPAC execution 
UE shall send the RRC feedback message upon CPAC execution.  The RRC feedback message could be the RRCReconfigurationComplete/RRCConnectionReconfigurationComplete or ULInformationTransferMRDC. By which message and how to feedback of CPAC execution could be decided case by case. We need to check which node generated the CPAC message that is applied upon execution.  
If the MN generated the CPAC message, and SRB1 is used for the transmission, in CPA and Inter-SN CPC, upon execution of CPAC, the UE shall reply the RRCReconfigurationComplete/ RRCConnectionReconfigurationComplete message to the MN including an embedded RRC complete message to the SN, and then the MN informs the target SN. In this case, there could be RRCReconfiguration from the MN during this CPAC procedure. 
If the SN generated the CPAC message,  and SRB1 is used for the transmission, UE should send the ULInformationTransferMRDC to the MN. Then MN forwards the complete message to SN.  This is similar to intra-SN CPC. In this case, there is no RRCReconfiguration from the MN applied upon CPAC execution. Naturally, it’s unnecessary to reply the RRCReconfigurationComplete/ RRCConnectionReconfigurationComplete message to the MN.
Proposal 3: For CPA and Inter-SN CPC, The RRC complete message upon the CPAC execution is decided by the node which generates the CPAC configuration message. 

· If MN generates the CPAC configuration message, UE shall reply the RRCReconfigurationComplete/RRCConnectionReconfigurationComplete message to the MN including an embedded RRC complete message to the SN.
· If SN generates the CPAC configuration message, the ULInformationTransferMRDC should be used to transfer the complete message.
2.4. CPAC Failure Handling
The CPAC failure handling has not been extensively discussed in Rel-16 due to lack of time. In Rel-16 CPC, SCGFailureInformation procedure is used to inform the MN of conditional PSCell change failure.
Now, this topic shall be addressed for CPA and inter-SN CPC. Enhancement could be discussed for each new scenario, such as fast SCG failure recovery. And, the CPAC failure message content could be properly designed to contain more assistance information for specific scenarios, to accelerate the possible SCG reconfiguration.
Proposal 4: RAN2 to consider CPAC failure handling enhancement for CPA and inter-SN CPC.
3. Conclusion

In this contribution, we discuss the basic procedure for CPA and Inter-SN CPC scenarios. Based on the discussion, we have the following proposals:

Proposal 1: Execution condition sharing between MN and SN should be supported for different CPAC scenarios.

Proposal 2: Source SN generates the conditional reconfiguration for SN initiated inter-SN CPC. This also applies to MN initiated inter-SN CPC.
Proposal 3: For CPA and Inter-SN CPC, The RRC complete message upon the CPAC execution is decided by the node which generates the CPAC configuration message. 

· If MN generates the CPAC configuration message, UE shall reply the RRCReconfigurationComplete/RRCConnectionReconfigurationComplete message to the MN including an embedded RRC complete message to the SN.
· If SN generates the CPAC configuration message, the ULInformationTransferMRDC should be used to transfer the complete message.
Proposal 4: RAN2 to consider CPAC failure handling enhancement for CPA and inter-SN CPC.
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