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1 Introduction
In the RAN #86 [1] meeting, a new WID was approved on enhancement to IAB, and the following objectives were concluded to be studied in R17 IAB.
	Duplexing enhancements [RAN1-led, RAN2, RAN3, RAN4]:

· Specification of enhancements to the resource multiplexing between child and parent links of an IAB node, including:
· Support of simultaneous operation (transmission and/or reception) of IAB-node’s child and parent links (i.e., MT Tx/DU Tx, MT Tx/DU Rx, MT Rx/DU Tx, MT Rx/DU Rx).

· Support for dual-connectivity scenarios defined by RAN2/RAN3 in the context of topology redundancy for improved robustness and load balancing.

· Specification of IAB-node timing mode(s), extensions for DL/UL power control, and CLI and interference measurements of BH links, as needed, to support simultaneous operation (transmission and/or reception) by IAB-node’s child and parent links.
Topology adaptation enhancements [RAN3-led, RAN2]:

· Specification of procedures for inter-donor IAB-node migration to enhance robustness and load-balancing, including enhancements to reduce signalling load.   

· Specification of enhancements to reduce service interruption due to IAB-node migration and BH RLF recovery.

· Specification of enhancements to topological redundancy, including support of CP/UP separation.
Topology, routing and transport enhancements [RAN2-led, RAN3]:

· Specifications of enhancements to improve topology-wide fairness, multi-hop latency and congestion mitigation 


In this paper, several aspects are separately discussed to achieve following objectives.
· Topology-wide fairness: LCG extension
· Multi-hop latency: Pre-emptive BSR enhancement
· Congestion mitigation: Routing enhancement, flow control enhancement
2 Discussion
2.1 Topology-wide fairness: LCG extension
As discussed in the R16, LCID space was extended to support one-to-one mapping of UE bearers to BH RLC channels. When it comes to the LCG space, whether extension or not need to be further discussed.

In R15 MAC protocol, LCID space was extended from 32 to 64 and LCG space was extended from 4 to 8 accordingly for access link due to the extension of logical channels or UE DRBs. Although lots of logical channels for a backhaul link mapping to different descendant UEs’ DRBs may have similar E2E QoS requirements, DL/UL traffics with the same E2E QoS parameters should be treated as different scheduling priorities due to traverse different hops. 
For example, two UEs’ bearers both with 100ms E2E PDB, one needs to traverse 2 hops while the other one needs 4 hops, should have different scheduling priorities for its LCH, and may not be categorized to a same LCG in backhaul link. It means that the per hop QoS parameters becomes finer. The IAB scheduling requires more accurate LCH configuration. That mean the network needs to know more specific information on which LCH the report buffer size belongs to. In that case more LCGs means less LCHs in one LCG, then the BSR can provide more accurate QoS requirement about buffer data.

Observation 1: BH RLC channel requires more accurate LCH configuration, due the per hop QoS parameters becomes finer considering the hop number and aggregated bearer number.
Observation 2: More LCG values means less LCHs allocated in one LCG, which allows the NW know more specific information on which LCH the report buffer size belongs to.

Therefore, LCG space and LCH priority range could be extended to accommodate finer QoS fairness scheduling in multi-hop IAB network. Moreover, when considering the overhead of the BSR, the number of LCG can be slightly extended to 16.
Proposal 1: LCG space should be extended to accommodate finer QoS fairness scheduling in multi-hop IAB network, and the number of LCG can be 16
2.2 Multi-hop latency: Pre-emptive BSR enhancement
In the BSR procedure, a Regular BSR will be triggered when a LCH with higher priority has UL data become available. If a Regular BSR has been triggered and there is no available uplink resources for transmission, a SR will be triggered to request uplink resources. And the used SR configuration of this SR is associated to the LCH which has triggered the Regular BSR. In addition, SCell BFR and consistent LBT failure may be also configured with the corresponding SR configuration.
The motivation to introduce multiple SR configurations is to guarantee the QoS fairness among different conditions which have trigger SR. If any SR configuration can be used for an SR triggered by Pre-emptive BSR, the priority of SR triggered by Pre-emptive BSR is unclear and may break the fairness of other SRs triggered by other conditions.
Proposal 2: The SR configuration of SR triggered by pre-emptive BSR should be specified rather than implementation.

As for the buffer size calculation of Pre-emptive BSR, it is left to implementation in R16 IAB. However, if all IAB nodes don’t have the same principle for buffer size calculation, some aggressive IAB nodes may report the Pre-emptive BSR with a larger buffer size than the actual amount of the expected data volume, in order to request more UL resource and optimize the UL transmission efficiency. In other words, it will cause vicious competition among different IAB nodes, especially for IAB nodes of different vendors.
Proposal 3: Buffer size calculation for Pre-emptive BSR need to be specified, in order to align the same understanding among all the IAB nodes.
2.3 Routing enhancement
Local (re-)routing enhancement
In R16, the local re-routing decision is only allowed when the matched egress BH link is RLF. And when an IAB node or IAB-donor-DU performs re-routing for some packets, the BAP routing ID contained in the packets will not be changed, the node just chooses an available egress link from the configured routing table, whose entry has same BAP address contained in the BAP header of the packet. 

Nevertheless, the local decision for re-routing is also beneficial for some other cases, e.g. congestion mitigation, load balancing, etc. For example, as shown in Figure 1, if the link between IAB node y and IAB node 1 is congested, the IAB node y can transmit very limited packets to the IAB node 1, and those packets which should be transmitted via IAB node 1 according to the carried BAP routing IDs will be stacked at the IAB node y. Then there are two risks, one is that the buffer in IAB node y may overflow, another one is that some stacked packets may over lifetime even if they can be transmitted after the congestion mitigation. If the IAB node y can perform re-routing for these stacked packets as early as possible, the above two risks can be avoided.

Proposal 4: R17 IAB allows local re-routing in BH link for more cases (e.g. congestion mitigation, load balancing, etc.) in addition to BH RLF. 

Routing redundancy enhancement.
In R16, the routing redundancy for IAB node relies on the dual connectivity of the IAB-MT, i.e. an IAB node may connect to 2 parent nodes. Such routing redundancy with DC will be beneficial for the robustness and data rate improvement for wireless BH link. 
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Figure 1. Example for redundancy path relies on child node.
If the IAB node only connects to one parent node, there seems no available redundant link and may impact transmission for the IAB node and some descendent nodes. For example, in figure 1, IAB node 1 only has one parent node, i.e. the IAB donor, when the link between the IAB node 1 and its parent node is RLF, IAB node 1 try RLF recovery but may not success, then IAB node 1 will send BH RLF notification to its child IAB nodes (e.g. IAB node x, IAB node y in Figure 1) according to R16 mechanism. The behavior of child nodes after receiving the BH RLF notification from IAB node 1 will be similar as they detect RLF for the link towards the IAB node 1. Obviously, the child nodes will do nothing for continuing traffic transmission until then, and a lot of uplink traffic will be stagnated in the IAB node 1. Furthermore, these stagnated uplink traffic may be discarded and such packet loss will not be recoverable if IAB node 1 fail the RLF recovery, then the situation will become worse.

Observation 3: When an IAB node detects BH RLF, the RLF recovery procedure and consequent sending BH RLF notifications to child nodes if recovery fails, may cause long term service interruption and unrecoverable packet loss for some traffics served by descendent nodes. 

It is worth noting that when the IAB node 1 fails the BH RLF recovery, there still exist one alternative path between the IAB node 1 and the IAB donor: IAB node 1→IAB node y →IAB node 2→IAB donor. Because the IAB node y has two parent node and the path to IAB donor via IAB node 2 is still available. If it is possible for IAB node 1 to use this alternative path, the IAB node 1 can continue service to UEs and descendent IAB nodes other than the IAB node y. This special alternative path does not require change of connection relationship between IAB node 1 and IAB node y (the MT part of IAB node y still connects to DU part of IAB node 1), and it can be achieved through providing some special routing configuration in advance. Such re-routing method through a DC child node will be beneficial for reducing the service interruption and avoiding UL packet loss problem in some scenario, and worth to be discussed in R17.

Observation 4: The IAB node may use a special path through its child node in DC mode as an alternative path to transmit packets towards IAB donor, this will be beneficial for service interruption reduction and avoiding UL packet loss problem. 

Proposal 5: The routing redundant enhancement, which allows IAB node rerouting upstream data through its child node with dual connection in case of BH RLF, should be considered in R17.

Inter-donor-DU re-routing

As introduced in clause 2.2, the re-routing in R16 does not allow changing the carried BAP routing ID, and inter-donor-DU UL re-routing is not supported, since the destination BAP address in UL packets identifies the IAB-donor-DU. 
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Figure 2. Scenarios for changing conneted IAB-donor-DU when topology update
However, as shown in Figure 2, if the IAB topology is updated, e.g. IAB node 1 performs intra/inter-donor migration or BH RLF recovery, and it connects to a new IAB-donor-DU 2 which is different from the original IAB-donor-DU 1, then all the packets destined to the original IAB-donor-DU 1 buffered in this IAB node 1 will not be able to be transmitted via the new path to the new IAB-donor-DU2. If these packets contains UE’s PDCP PDUs, the PDCP PDUs will be lost and cannot be re-transmitted by UEs, since they have been acknowledged by the RLC layer in the access link between UE and IAB node 1. The PDCP entity in existing UE will not retransmit PDCP PDUs has been Acked by RLC layer according to PDCP specification [2]. 

We know that in R16 IAB, the packet lossless is achieved through BAP layer re-routing mechanism, but apparently the real lossless cannot be ensured in inter-donor-DU topology update scenario, due to that the inter-donor-DU rerouting is not allowed. Considering that both the intra-donor-CU and inter-donor-CU topology update may involve the change of IAB-donor-DU, it is essential for allowing the inter-donor-DU re-routing to ensure real lossless.  

Proposal 6: R17 IAB should support the inter-donor-DU re-routing, to support the data lossless when topology updates. 
2.4  Flow control enhancement
In R16, only DL HbH flow control was finally introduced, UL HbH flow control was left to implementation and any enhancement for DL E2E flow control was postponed to R17. Therefore, it is meaningful to continue research on flow control enhancement as R16 leftover.
· UL HbH flow control
For DL HbH flow control, per ingress BH RLC CH and/or per BAP routing ID level feedback can be reported to parent node, and the parent node can throttle the DL data with the corresponding BH RLC CH and/or BAP routing ID. From the UL data transmission point of view, the mechanism can be also introduced. For example in Figure 3, if the BH link between IAB node 1 and IAB-donor-DU 1 or some BH RLC CHs in this BH link suffer congestion, with the current solution by scheduling implementation of IAB node 1, IAB node 2 will throttle the UL data transmission both target to IAB-donor-DU 1 and IAB-donor-DU 2. However, the UL between IAB node 1 and IAB-donor-DU 2 is still fine, thus such mechanism is not well in control the flow accurately. 
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Figure 3: An example for UL HbH flow control
Therefore, just similar to the DL HbH flow control mechanism, the UL flow control can be introduce, in which IAB node may send the flow control feedback information to its child node with per ingress BH RLC CH and/or per BAP routing ID level, so that the child node can perceive the BH link condition in the downstream and make appropriate UL transmission.
Proposal 7: R2 discuss the need of HbH flow control mechanism for UL in R17.
3 Conclusion and Proposals
In this contribution, several enhancements are discussed to achieve topology-wide fairness, multi-hop latency and congestion mitigation in R17 IAB, and we make the following observations and proposals:
Observation 1: BH RLC channel requires more accurate LCH configuration, due the per hop QoS parameters becomes finer considering the hop number and aggregated bearer number.

Observation 2: More LCG values means less LCHs allocated in one LCG, which allows the NW know more specific information on which LCH the report buffer size belongs to.

Observation 3: When an IAB node detects BH RLF, the RLF recovery procedure and consequent sending BH RLF notifications to child nodes if recovery fails, may cause long term service interruption and unrecoverable packet loss for some traffics served by descendent nodes. 

Observation 4: The IAB node may use a special path through its child node in DC mode as an alternative path to transmit packets towards IAB donor, this will be beneficial for service interruption reduction and avoiding UL packet loss problem. 

Proposal 1: LCG space should be extended to accommodate finer QoS fairness scheduling in multi-hop IAB network, and the number of LCG can be 16
Proposal 2: The SR configuration of SR triggered by pre-emptive BSR should be specified rather than implementation.

Proposal 3: Buffer size calculation for Pre-emptive BSR need to be specified, in order to align the same understanding among all the IAB nodes.

Proposal 4: R17 IAB allows local re-routing in BH link for more cases (e.g. congestion mitigation, load balancing, etc.) in addition to BH RLF. 

Proposal 5: The routing redundant enhancement, which allows IAB node rerouting upstream data through its child node with dual connection in case of BH RLF, should be considered in R17.

Proposal 6: R17 IAB should support the inter-donor-DU re-routing, to support the data lossless when topology updates. 
Proposal 7: R2 discuss the need of HbH flow control mechanism for UL in R17.
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