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1 Introduction
In RAN#88e a new WID on IAB enhacements was agreed [1]. The objectives of the WI were defined as follows:
	Duplexing enhancements [RAN1-led, RAN2, RAN3, RAN4]:
•	Specification of enhancements to the resource multiplexing between child and parent links of an IAB node, including:
o	Support of simultaneous operation (transmission and/or reception) of IAB-node’s child and parent links (i.e., MT Tx/DU Tx, MT Tx/DU Rx, MT Rx/DU Tx, MT Rx/DU Rx).
o	Support for dual-connectivity scenarios defined by RAN2/RAN3 in the context of topology redundancy for improved robustness and load balancing.
•	Specification of IAB-node timing mode(s), extensions for DL/UL power control, and CLI and interference measurements of BH links, as needed, to support simultaneous operation (transmission and/or reception) by IAB-node’s child and parent links.

Topology adaptation enhancements [RAN3-led, RAN2]:
•	Specification of procedures for inter-donor IAB-node migration to enhance robustness and load-balancing, including enhancements to reduce signalling load.   
•	Specification of enhancements to reduce service interruption due to IAB-node migration and BH RLF recovery.
•	Specification of enhancements to topological redundancy, including support of CP/UP separation.

Topology, routing and transport enhancements [RAN2-led, RAN3]:
•	Specifications of enhancements to improve topology-wide fairness, multi-hop latency and congestion mitigation 

RF and RRM requirements [RAN4-led]:
•	Definition of IAB node RF requirements if needed for any Rel-17 extensions.
•	Definition of RRM core requirements if needed for any Rel-17 extensions.



In this paper we briefly discuss potential enhancements related to improving topology-wide fairness, multi-hop latency, congestion mitigation and routing.
2 [bookmark: OLE_LINK16][bookmark: OLE_LINK17]Discussion
Enhancements for QoS enforcement and scheduling fairness
During the IAB SI [2] there was extensive discussions related to how to achieve fairness and provide for efficient scheduling of user data over the backhaul links. Figure 8.2.4.2-1 below reproduced from [2] shows an example of an IAB network with 6 nodes serving 12 end users, each with different numbers of hops:



[bookmark: _Ref513562348]Figure 8.2.4.2-1: IAB network with 3 hops and 12 UEs [2]
The main issue regarding scheduling fairness is how can the IAB nodes allocate their air interface resources equitably between different UE flows, backhaul links, and flows within a single N-to-1 mapped backhaul RLC channel, such that all flows with similar QoS are treated similarly by the network. For example, if the network desires to provide strict fairness to all of the UEs in the previous figure, then the IAB donor DU would be expected to provide equal bandwidth to UEA and the backhaul link to IAB node 1a (since this node also serves the single UEB). But the DU should provide 10 times this bandwidth to the backhaul link of IAB node 1b (since this node effectively serves 10 down-stream UEs).
Let us first note that in the current standard the network has many knobs at its disposal to enforce QoS and achieve fairness. For example, air-interface bandwidth can be partitioned between different IAB nodes in proportion to the traffic that each node serves. Thus, IAB node 2a might be allocated ½ the air-interface bandwidth allocated to IAB node 2b. Furthermore, different QoS parameters (e.g. 5GI) can be allocated to different flows and backhaul RLC channels. In the case of N-to-1 mapped RLC channels, the QoS of the backhaul RLC channel need not be the same as the QoS of the flows that it aggregates. For example, a backhaul RLC channel may be defined with a GBR resource type even if the aggregated flows are of type Non-GBR.
Observation 1: The current standard provides many knobs and mechanisms for the network to achieve fairness between different flows.
It is also useful to note that current practice, especially for best effort types of flows, is to use a channel aware scheduler (e.g. proportional fair). In this case, both achieved flow QoS metrics such as throughput or latency, and the instantaneous channel conditions of the serving air interface are used by the scheduler to derive resource allocation decisions. Strict fairness among flows is rarely if ever enforced, and not considered to be particularly desirable from the network efficiency perspective. It is also useful to note that the channel conditions here relate to the air-interface of the Uu channel of the UE in question (known to the access IAB node). Also, whereas some flow QoS metrics (e.g. throughput) can be evaluated locally by the access IAB node, other QoS metrics (e.g. latency) can only be evaluated on an end-to-end basis. 
One concern is that the QoS metrics of a UE flow may be constrained by the treatment of upstream or downstream IAB nodes. For example, in the previous figure, UEK may have much better average channel conditions compared to say UEC. Proportional fairness dictates that UEK should receive proportionally higher average throughput compared to UEC. However, if an upstream IAB node (say IAB node 1b) enforces strictly fair resource allocations, then we would expect UEK to be starved for data. In other words, IAB node 3 may schedule a burst of data for UEK at a high rate, and then may be waiting for more data to arrive for this UE from upstream nodes. Thus, the scheduling policy of upstream nodes, rather than UEK’s channel conditions would be the limiting factor of the achievable throughput for the flow. It would be useful for an upstream node (e.g. IAB node 1b) to receive some feedback from the network on the flow of UEK, such that the local data rate of this flow over the backhaul link could be sped up or slowed down relative to other flows (i.e. the scheduling priority of the flow could be increased or decreased relative to other flows).
A similar situation can occur for other QoS metrics, for example latency. Say for example that UEK and UEC each has a flow with similar PDB constraints. If IAB node 1b had an estimate of the additional latency that packets for UEK’s would encounter when traversing IAB nodes 2b and 3, then IAB node 1b could prioritize the scheduling of UEK’s appropriately. However, in the absence of such information from downstream nodes, the latency of UEK is more or less guaranteed to be worse that for UEC.
Observation 2: Achievable QoS metrics of a UE flow may be constrained by the treatment of upstream or downstream IAB nodes. It is desirable that a node receive feedback from the network to enable the scheduling different of different flows to be adjusted locally by an IAB node.
As discussed above, the achieved QoS metrics (e.g. throughput or latency) for a user flow can only be estimated by the end nodes (e.g. access IAB node). On the other hand, fairness can only be assessed centrally (by the IAB donor). Thus, we propose the IAB donor should provide feedback to the IAB nodes that process the specific flow, based on measurements of the specific QoS metrics provided by the end nodes (access IAB node or Donor DU). Furthermore, the feedback itself should be generic (e.g. relative flow priority). How this feedback is used by the IAB nodes themselves can be left to implication (i.e. RAN2 should not specify the particulars of any particular scheduling algorithm).
Proposal 1: The IAB donor should provide feedback to IAB nodes that process a particular QoS flow, based on measurements of the specific QoS metrics provided by the end nodes (access IAB node or Donor DU). How this feedback is used by the IAB nodes is left to implication.
Enhancements to Routing and Congestion Mitigation
During the Rel. 16 IAB WI the merits of an IAB node making local routing decisions were discussed at some length, resulting in several proposals (see for example [3]). However, due to the limitations of time RAN2 only agreed to allow local routing in the case of backhaul RLF in Rel. 16. As discussed in [3] RLF is essentially a limiting case of congestion. Furthermore, in Rel. 16 RAN 2 already defined a mechanism to avoid link congestion via hop-by-hop flow control in the downstream direction. As such the flow control mechanism defined in Rel. 16 provides a first step towards providing information to the IAB node about the congestion experienced by its neighbouring nodes. This local loading/congestion information can be exploited by an IAB node to make more informed local routing decisions, leading to better load balancing and reductions in latency. 
Observation 3: Hop-by-hop flow control feedback provides local information about loading and congestion for different egress BH links. This local loading/congestion information can be exploited by an IAB node to make more informed local routing decisions, leading to better load balancing and reductions in latency.
RAN 2 should evaluate whether additional congestion information should be exchanged between IAB nodes to improve local routing decisions. In addition, the potential interaction between hop-by-hop and end-to-end flow control mechanisms was discussed during the Rel. 16 IAB WI. Some company contributions observed that hop-by-hop and end-to-end flow control mechanisms may counteract each other. In other words, hop-by-hop flow control may slow down a UE bearer over a backhaul link, which may result in the CU-UP trying to increase the rate at which this bearer is injected into the IAB network. RAN2 in conjunction with RAN3 should analyze the interaction between hop-by-hop and end-to-end flow control and define enhancements if warranted.
Proposal 2: RAN 2 should evaluate how to enhance hop-by-hop flow control with the exchange of additional congestion information to improve local routing decisions.
Proposal 3: RAN2 in conjunction with RAN3 should analyze the interaction between hop-by-hop and end-to-end flow control and define enhancements if warranted.
In the context of local routing, we still believe that the network should be able to configure the IAB node with appropriate policies, such as how to prioritize egress links for local routing decisions. In [3] we proposed a very flexible way to configure priorities into the IAB node’s routing table. Figure 1 and Table 1 below are reproduced from [3] and provide an example of how flexible routing priorities can be configured to the BAP routing table (the routing table of IAB donor DU2 in this example).
Figure 1. Illustration of 5 different routing paths in an IAB networkIAB 1
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	BAP Routing ID
	Egress Backhaul Link

	BAP routing ID 1 = < BAPAddress IAB node 4, PathID3>
	Priority 1  IAB node 2, Priority 2  IAB node 1, Priority 3  IAB node 3  

	BAP routing ID 2 = < BAPAddress IAB node 4, PathID4>
	Priority 1  IAB node 3, Priority 2  {IAB node 1, IAB node 2}

	BAP routing ID 3 = < BAPAddress IAB node 4, PathID5>
	Priority 1  IAB node 1, Priority 2  IAB node 2 Priority 3  IAB node 3


Table 1. Example of Routing Table entries with flexible priorities [4]
In the example of the previous table BAP routing ID 1 is mapped to the egress link towards IAB node 2 with highest priority. Similarly, BAP routing ID 2 is mapped to the egress link towards IAB node 3, and BAP routing ID 3 is mapped towards the egress link towards IAB node 1. If we simply implemented this first level of highest priority we essentially would have the routing table configuration of Rel. 16, in which no alternative forwarding options are configured in the routing table.
However, compared to the Rel. 16 routing table, Table 1 also illustrates how additional egress target links can be configured with lower priority. For example, if the egress link towards IAB node 2 is not available (e.g. due to RLF) or if this link or IAB node 2 is congested (as detected using enhanced flow control feedback), then BAP routing ID 1 would next be routed to the egress link towards IAB node 1, and finally it can be routed towards IAB node 3 with least priority. Beyond RLF which was already implemented in Rel. 16, additional triggers under network control can be defined to drive the local routing decisions.
Proposal 4: RAN2 should identify the need for additional triggers for local routing beyond RLF defined in Rel. 16 and defined how the network can configure these triggers.
Furthermore, table 1 also illustrates a case where the network has not provided a strict priority ordering for local routing decisions. In the case of BAP Routing ID 2, the table indicates that as a second priority either the egress link towards IAB node 1 or IAB node 2 can be selected equally. Thus, the network is completely delegating this selection to the local routing decision made by the IAB node (e.g. round-robin or based on local congestion information). By supporting network configured priorities, while allowing multiple egress choices to have the same priority level, we can define a simple but very flexible mechanism to configure local routing under network control.
Proposal 5: BAP routing should be enhanced to provide for flexible local routing decisions while maintaining network control over the local routing policy. 
3 Conclusion
This paper discussed potential enhancements related to improving topology-wide fairness, multi-hop latency, congestion mitigation and routing. We have the following observation and proposals:
Observation 1: The current standard provides many knobs and mechanisms for the network to achieve fairness between different flows.
Observation 2: Achievable QoS metrics of a UE flow may be constrained by the treatment of upstream or downstream IAB nodes. It is desirable that a node receive feedback from the network to enable the scheduling different of different flows to be adjusted locally by an IAB node.
Observation 3: Hop-by-hop flow control feedback provides local information about loading and congestion for different egress BH links. This local loading/congestion information can be exploited by an IAB node to make more informed local routing decisions, leading to better load balancing and reductions in latency.

Proposal 1: The IAB donor should provide feedback to IAB nodes that process a particular QoS flow, based on measurements of the specific QoS metrics provided by the end nodes (access IAB node or Donor DU). How this feedback is used by the IAB nodes is left to implication
Proposal 2: RAN 2 should evaluate how to enhance hop-by-hop flow control with the exchange of additional congestion information to improve local routing decisions.
Proposal 3: RAN2 in conjunction with RAN3 should analyze the interaction between hop-by-hop and end-to-end flow control and define enhancements if warranted.
Proposal 4: RAN2 should identify the need for additional triggers for local routing beyond RLF defined in Rel. 16 and defined how the network can configure these triggers.
Proposal 5: BAP routing should be enhanced to provide for flexible local routing decisions while maintaining network control over the local routing policy.
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