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1 [bookmark: _Ref45424608]Introduction
A new study item on “NR Positioning Enhancements” was approved in RAN#86 ([1]) and its second objective is as follows:
Study solutions necessary to support integrity and reliability of assistance data and position information: [RAN2]
a. Identify positioning integrity KPIs and relevant use cases.
b. Identify the error sources, threat models, occurrence rates and failure modes requiring positioning integrity validation and reporting. 
c. Study methodologies for network-assisted and UE-assisted integrity.
NOTE 4:	Objective 2 is applicable to both, RAT-dependent and RAT-independent positioning methods.
This contribution analyses methodologies for position integrity checks.
2 [bookmark: _Ref45424691]Methodologies for integrity
Examples of existing high level integrity algorithms (see Annex A for details)
The algorithm within the position integrity function is implementation dependent so it shall be out from 3GPP specifications. Nevertheless, here is a brief description of some position integrity algorithms as a guidance and as an example to understand how they work, their inputs and their characteristics. 
The computation of the integrity info is mainly based on the redundant information the algorithm has to compute the position, in general the more redundant information implies a better observability of the positioning errors. The integrity algorithms can be based only on the information/measurements obtained at one single epoch (snapshot) or also on the information/measurements from previous epochs:
· Classic RAIM: snapshot integrity algorithm that applies to the least-squares navigation solution, enhanced to handle multiple failures and with optimised availability.
· Advanced RAIM (ARAIM): snapshot integrity algorithm that also applies to the least-squares navigation solution
· Isotropy-Based Protection Level (IBPL): snapshot integrity algorithm that applies to the least-squares navigation solution as well
· Relative RAIM (RRAIM): applies to a filtered technique specifically designed for the purpose, based on position propagation by means of carrier phase increments
· Kalman Filter Measurement Innovations (KFMI): filtered algorithm that applies to standard Kalman filter navigation algorithms
· Kalman Integrated Protection Level (KIPL): filtered technique that applies to standard Kalman filter navigation algorithms, plus additional considerations. 

Summary
The following table provides a summary with the main characteristics of the described algorithms:
[bookmark: _Ref391638950][bookmark: _Ref391638903][bookmark: _Toc420069296]Table 1: Summary of relevant characteristics
	Algorithm
	Fault tolerant
	Autonomous
	Computational load
	Expected performance[footnoteRef:1] [1:  Performance is here understood as the characteristic size of the error bounds computed by the algorithm provided that they satisfy their integrity requirements. An algorithm that does not fulfil the integrity requirement is considered to perform poorly regardless of the size of the error bounds it provides. Therefore RRAIM expected performance is poor, as it is not expected to achieve its required level of integrity in harsh environments due to its dependence on external monitoring.] 


	Classic RAIM
	Up to DoF[footnoteRef:2] failures [2:  DoF stands for Degrees of Freedom and refers to the amount of excess measurements with respect to parameters being estimated. The DoF number indicates the amount of observational redundancy; a situation in which the number of measurements equals the number of parameters (no redundancy) corresponds to DoF = 0.] 

	Yes
	High
	*

	ARAIM
	Up to DoF failures
	Yes[footnoteRef:3] [3:  Original ARAIM relies on external monitoring (ground segment support, proving ranging error overbounding parameters, failure probabilities etc.) but that could be substituted by a priori values set by configuration (as with Classic RAIM)] 

	High
	**

	IBPL
	Any number of failures
	Yes
	Low
	*

	RRAIM
	No[footnoteRef:4] [4:  One failure during coasting is permitted, but it must be detected and alerted by the ground segment within the coasting time, so no failures can really be handled by RRAIM in a fully autonomous way] 

	No[footnoteRef:5] [5:  This algorithm relies on external monitoring (e.g. SBAS-like) to compute protection levels. Its main strength is its ability to delay the effects of satellite failures, thus relaxing the time-to-alarm requirements of the external monitoring system. It would be possible to substitute the external monitoring information by a priori values, just as proposed for ARAIM, but the resulting algorithm would be a sort of Classic RAIM with coasting, not offering any advantage (neither in terms of integrity nor in performance) with respect to Classic RAIM itself (with no coasting). Therefore this possibility is disregarded.] 

	Low
	*

	KFMI
	Any number of failures[footnoteRef:6] [6:  This algorithm computes the error bounds assuming no faults (apart of a maximum possible bias), which implies that its fault detection and exclusion test is responsible to detect all faults with a probability as high as the target integrity risk. Therefore its ability to fulfil the integrity requirement may need further assessment. In spite of that, since KFMI fault detection is based on measurement innovations (i.e. the test is done before updating the state estimate) no fault observability is lost in estimating the state, and hence any amount of faulty measurements could potentially be detected (even if all measurements are faulty).] 

	Yes
	Low
	***

	KIPL
	Any number of failures
	Yes
	Low
	***



Inputs employed by the integrity algorithms
In order to be employed as a guidance for other integrity algorithms that will be developed for RAT dependent and RAT independent techniques, here is a summary of the different inputs employed by the mentioned GNSS integrity algorithms: 
· GNSS Measurements / residuals after the position estimation. Either the computation of the PLs is based on the residuals, or it is based on the geometry taking assumptions on the error distribution and then the residuals are employed to check that the assumptions hold.
· Line-of-Sight / Geometry. The geometry of the receiver with respect to the satellites is employed to compute the dilution of precision which relates the measurement errors with the position errors and shows the directions in which the position error can be higher.
· Additional data needed by the integrity algorithm (ISM). Depending on the integrity algorithm, it may need additional parameters to be provided by the system in order to compute the integrity info. These parameters may change along time so they cannot be hardcoded. Here are the ones needed by the ARAIM algorithm:
· Parameters to set the probability of failure of a satellite or the whole constellation: 
· Psat – The probability that an individual satellite is in a faulted state at any given time
· Pconst – The probability that multiple satellites are in a faulted state at any given time
· Parameters to describe the satellite SIS error: 
· aURE – A multiplier to obtain the expected uncertainty on the Signal-In-Space (SIS) error
· aURA – A multiplier to obtain the integrity overbound of the uncertainty on the SIS error
· bnom – An overbound on the magnitude of the expected SIS long-term bias error
· Operation parameters: 
· MTTN – The Mean-Time-To-Notify to the user that a satellite has become faulted
· Status flag – An indicator of whether or not the satellite may be used for ARAIM
· Validity time – Information on when the ISM parameters may be safely used.

Proposal 1: 	Include the examples of existing high level integrity algorithms in clause 9 of TR 38.857.
Integrity combining several positioning sources/systems 
When we have two or more position integrity functions providing integrity info it is possible to combine their outputs into a new one with better performances. If each position integrity function provides a set of protection levels for different integrity risks, this means that they are sampling their estmations of the error distribution, so it is possible to combine both integrity output into a new one, at least for the range of probabilities where both position integrity functions have provided information. This can be the case when fusing GNSS and RAT-dependent positioning techniques. 

Position Integrity Function
Combine Integrity Info
Set of PLs for different IRs
Position Integrity Function
Set of PLs for different IRs
Set of combined PLs for different IRs


Besides, having several position and integrity outputs allows to make consistency checks between them in order to detect failures. One approach could be to check the probability associated to the intersection of all the regions and raise an alarm whenever it is empty or the obtained probability does not satisfy the desired false alarm.


Proposal 2: 	Include the integrity combining several positioning sources/systems clause 9 of TR 38.857.
3 Conclusions
Proposal 1: 	Include the examples of existing high level integrity algorithms in clause 9 of TR 38.857.
Proposal 2: 	Include the integrity combining several positioning sources/systems clause 9 of TR 38.857.
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Annex A Integrity Concepts

Classic RAIM
Classic RAIM technique applies to pseudo-range-based least squares or weighted least squares position estimation. It includes FD, FE and PL functions. These functions and the processes they involve are called at every GNSS measurement epoch regardless of any events occurred in previous epochs. For further reading on the techniques herein described, please refer to [2], [3] and [4].

Main Characteristics:
Implements full RAIM functionality (FD+FE+PL).
· Admits multiple simultaneous failures (in its multi-failure version) up to a maximum which is a design parameter of the algorithm (typically fixed at design time, although it could, in principle, be changed dynamically at run time).
· Protection level size is insensitive to actual measurement quality, so it takes a worst-case approach, which yields large protection levels even in mild environments. This holds even in the T_(D,MIN) optimization approach, in which the value of the FD threshold depends on the actual measurements (and hence so does the protection level) but still the protection level is largely affected by the (a priori) choice of the measurement noise covariance matrix, as it determines d_major and affects WSSR (and hence T_(D,MIN) as well).
· High computational load.
Regarding computational load, this algorithm is expected to be rather heavy. In urban environments the maximum number of simultaneous faulty measurements allowed will be rather high, probably around N/2, which implies that the number of satellite combinations to be scanned (while searching for the maximum HSLOPE) will be in the order of:

This may be a very big number of combinations, especially in the multi-constellation case, so the computational load of this algorithm may become a major issue.

Advanced RAIM (ARAIM) 
The ARAIM algorithm is described in [5] and [6]. It is based on its predecessor, the Multiple Hypothesis Solution Separation method (MHSS), for which a good reference is [7].
Main Characteristics:
· In its basic form it implements only PL functionality, but has been extended to implement also FD and FE.
· Admits boundedly many multiple faults.
· It does not take a worst-case approach, but allocates different probabilities for different failure modes. Moreover, protection level size is sensitive to actual measurement quality, which yields smaller protection levels in mild environments.
· High computational load.
Regarding computational load, this algorithm is rather heavy. As with Classic RAIM, the cause of this computational cost is the large amount of combinations of measurements that need to be processed at each epoch.

Isotropy-Based Protection Level (IBPL) 
The algorithm referred herein to as IBPL is the one described in [8] and [9].
Main Characteristics:
· Implements only PL functionality. It may either be implemented as is or some FDE can be added, but special care must be taken that measurement rejection criteria do not distort the (assumed) isotropic nature of errors.
· Admits unboundedly many multiple faults (there is no prescribed bound to the number of simultaneous faults that can occur as long as the isotropy assumption is satisfied ).
· Protection level size is sensitive to actual measurement quality, which yields smaller protection levels in mild environments.
· Low computational load: it does not require considering different combinations of measurements.

Relative RAIM (RRAIM) 
The concept of RRAIM has its roots in the GPS Evolutionary Architectural Study (GEAS), a US Federal Aviation Administration (FAA) initiative aiming to provide a means based on GPS to provide vertical navigation of aircraft in accordance with the requirements of LPV-200, a highly stringent phase of flight. [10] gives an overview of the RRAIM concept from this perspective. [11] additionally provides useful information.
Main Characteristics:
· The RRAIM concept provides GNSS system monitoring at two levels; regionally/globally by the assumed external integrity source and locally by the receiver. As such the responsibility for ensuring the integrity risk requirement is met is split between these two components. This leads to protection against both slow growing and fast appearing errors.
· Relies on regular carrier phase measurements as well as code
· Works alongside novel navigation engine
· Receiver must have memory to store past measurement information
· Fault detection method is well defined
· No RRAIM FDE method has been developed in the available literature however adaptation of conventional techniques is conceivable for use with RRAIM
· The RAIM function is designed to handle only one fault at a time by itself. 
· The use of an external integrity source is an essential component, both in terms of corrections and integrity

Kalman Filter Measurement Innovations (KFMI) 
The use of Kalman Filter Measurement Innovations is described in [12] and [13]. This is purely an FDE technique, with no associated protection level computation. However a basic means of computing a protection level is suggested based on state covariance terms and multiplied by a ‘safety factor’ based on the integrity risk requirement of the application and adding an extra bias term to help account for non-Gaussian behaviour in the underlying range errors. The bias is added because the FDE approach used can only remove the faulty measurements which exceed the threshold. Therefore, there may still be large undetectable biases remaining on the measurements. The decision of adding the bias is dependent on the operational environment, satellite visibility and constellation configuration. 
Main Characteristics:
· This is a technique which primarily allows the removal of bad measurements as a means to enhance accuracy rather than being an end-to-end integrity concept using protection levels. The HPL computation given is merely a suggestion for forming a position error overbound based on well-known snap shot techniques, and is not a rigorous well-defined method. 
· There is no explicit limitation on the number of faults which can be handled by the technique. However, depending on the application, it may be desirable to limit the number of exclusions in order to maintain availability. If multiple exclusions result in fewer than 4 satellites being available then a 3-D navigation solution can no longer be computed based only on measurements available at the current epoch.

Kalman Integrated Protection Level (KIPL)
KIPL is based on the idea of dynamically modelling the different components of the positioning error with a properly parameterized error probability distribution ([14], [15] and [16]). Each distribution is processed and updated separately and provides a contribution to the total error probability. Finally, the protection level is computed as the maximum error level whose probability is below a given integrity risk. Thus, the integrity module forwards the integrity solution in form of a set of protection levels corresponding to different target integrity risks (TIRs).
Main Characteristics:
· Better accuracy than in snapshot methods).
· Special care must be taken that measurement rejection criteria do not distort the (assumed) isotropic nature of errors when implementing a FDE algorithm.
· Admits unboundedly many multiple faults.
· Low computational load: it does not require considering different combinations of measurements.
