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1 Introduction
In RAN2 Rel-17 WID: “Further Multi-RAT Dual-Connectivity enhancements” [1], one of the objectives is to support conditional PSCell change/addition:

1. Support efficient activation/de-activation mechanism for one SCG and SCells 
· Support for one SCG  applies to (NG)EN-DC, and NR-DC [RAN2, RAN3, RAN4]

· Support for SCells applies to NR CA, based on RAN1 leading mechanisms [RAN1, RAN2, RAN4]

· This objective applies to FR1 and FR2

2. Support of conditional PSCell change/addition [RAN2,RAN3, RAN4]

· support scenarios which are not addressed in Rel-16 NR mobility WI
In this Tdoc, we discuss the procedure of inter-node conditional PSCell addition or change. Discuss some of the issues postponed from R16.
2 Discussion
2.1 Procedure and configurations for conditional SN change
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Figure 1: Normal procedure of conditional SN addition and change

Figure 1 shows the procedure of conditional SN addition or change. The procedure is similar to CPC with the clarifications at the following steps:
4. The UE send back a RRC Reconfiguration Complete message here is just for acknowledge the reception of RRC Reconfiguration message
6.1 Upon the CPAC execution triggering condition if fulfilled, the UE sends out RRCRecomfigurationComplete embedded in ULInformationTransferMRDC
6.2 Upon the CPAC execution triggering condition if fulfilled, the UE start the random access procedure to the target SN.

For inter-node SN addition or change, the configuration should be conducted by MN through SRB1. Therefore, the final RRCReconfigurationComplete message for MN to prepare new SN should be send to MN via SRB1. The benefit of the step 6.1:

1. Allow the MN to prepare the target SNx earlier without waiting the completion of the synchronization and random access process to the target SN.

2. Allow the MN to stop data transmission to the original source SNo earlier. Useless data delivery to the SNo can be avoided.
3. Since conditional configuration involving multiple candidate PSCells, it is less likely dedicated resources could be pre-configured for access to the candidates. More likely contention-based access will be conducted. Therefore, access time could be long.

4. There is no harm to send the RRCReconfigurationComplete message before access to the target is complete, since the access successful rate is much higher than the failure rate. Even access is failed, the UE simply follow the existing PSCell failure procedure. There is nothing to lose. In most access successful case, the target SNx can be early prepared and the UE wait time for service from SNx can be minimized. There is also no link reliability issue with MN.
Based on above discussion and analysis, we have the following observation and proposal:
Observation 1: The UE send RRC Reconfiguration Complete message upon CPAC execution triggering condition is fulfilled, can reduce the delay for the service from the target SN without a cost.
Proposal 1: The UE sends the RRCReconfigurationComplete embedded in ULInformationTransferMRDC to the MN upon CPAC execution triggering condition is fulfilled.
2.2 CPAC failure handling 

[image: image2.emf]UE

MN

SNo

UPF

SNx

3. RRC reconfiguration 

8. Access SNo to fall back 

4. RRC reconfiguration ACK

1. On going DC data with MN and SNo

7.  access failure report 

2. MN, source SN, candidate target SN negotiation for CPAC

5.1. ULInformationTransferMRDC(RRCRecfigComplete) 

5.2. Synchronization, Random Access 

6. Access failure 

determined

9. On going DC data with MN and SNo

X

X


Figure 2: CPAC failure handling
Figure 1 shows in case of CPAC access to the target SN is failed, UE is allowed to fall back to the original source SN. In CPAC, the early configuration of the candidate PSCells is conducted. The reliability of the candidate PSCells is relatively low and the chance of access failure rate could be relatively high. When the UE starts the access to the target PSCell, it stop data reception with the source SNo. But the SNo does not release the UE yet. In case the access to the new target SNx is failed, the UE should be allowed to evaluate the link with the source SNo, if the link is still good, the UE should fall back to the source SNo. 
Especially for intra-SN CPC, the source PSCell is at the same SN as the target PSCell, if the target PSCell access is failed, the chance of good link with the source PSCell is high. If the target PSCell access is failed, the UE should not reset with SN and should fall back to the original PSCell at the SN.
Proposal 2: In case the UE access to the target PSCell is failed, the UE report the failure to the MN and fall back to the original PSCell of the source SN.

3 Conclusions
Based on the above discussion, we have the following:
Observation 1: The UE send RRC Reconfiguration Complete message upon CPAC execution triggering condition is fulfilled, can reduce the delay for the service from the target SN without a cost.

Based on the above observations, we propose:
Proposal 1: The UE sends the RRCReconfigurationComplete embedded in ULInformationTransferMRDC to the MN upon CPAC execution triggering condition is fulfilled.
Proposal 2: In case the UE access to the target PSCell is failed, the UE report the failure to the MN and fall back to the original PSCell of the source SN.
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