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 Introduction

It was confirmed that the delivery mode switching (DMS) shall be supported in Rel-17 NR MBS, as indicated in the WID of Rel-17 NR MBS [1]:
Specify RAN basic functions for broadcast/multicast for UEs in RRC_CONNECTED state [RAN1, RAN2, RAN3]:

- Specify support for dynamic change of Broadcast/Multicast service delivery between multicast (PTM) and unicast (PTP) with service continuity for a given UE [RAN2, RAN3]

Also in SA2 from the architectural perspective, RAN shall be able to delivery the MBS data to a set of UE (PTM) or individual UEs (PTP) [2]:
5GC shared MBS traffic delivery: 5G CN receives a single copy of MBS data packets and delivers a single copy of those MBS data packets to a RAN node.

NOTE 3: For 5GC shared MBS traffic delivery the RAN node either delivers a single copy of MBS data packets over radio to a set of UEs (PTM) or delivers separate copies of MBS data packets over radio to individual UEs (PTP). 

By using PTP delivery of the NR MBS services, we can benefit from the unicast design of Rel-15/16 to improve reliability(HARQ/ARQ), especially when the number of interested UEs in a cell is low. However, when there are more users per cell, PTM transmission typically becomes more spectrum efficient since it decreases the total amount of data transmitted in downlink and reduces the control overhead especially in uplink. With dynamic change of NR MBS delivery between PTP and PTM, balance between spectrum efficiency and reliability support could be achieved.
In this contribution, discussions/analysis on the terminologies and RAN basic function to enable delivery mode switching are provided. 

 Terminology
 Definitions and terminology
In LTE eMBMS, mode switching in RAN defined as above is not available. For NR MBS, before diving into the discussion of RAN solutions for delivery mode switching, the terminologies usage in RAN shall be aligned with SA progress first. Currently, we have the terms in categories of service, session, traffic delivery defined in SA2 as below [2]:

Broadcast communication service: A communication service in which the same service and the same specific content data are provided simultaneously to all UEs in a geographical area (i.e., all UEs in the broadcast coverage area are authorized to receive the data).

Multicast communication service: A communication service in which the same service and the same specific content data are provided simultaneously to a dedicated set of UEs (i.e., not all UEs in the multicast coverage are authorized to receive the data).

NOTE 1:
The transport in the 5GC for broadcast and multicast services will be determined as part of this study. A multicast communication service could for instance use a lower layer unicast or multicast transfer in the 5GC and the access interfaces.

...
Broadcast session: A session to deliver the broadcast communication service. A broadcast session is characterised by the content to send and the geographical area where to distribute it.

MBS session: A multicast session or a broadcast session.

Multicast session: A session to deliver the multicast communication service. A multicast session is characterised by the content to send, by the list of UEs that may receive the service and optionally by a multicast area where to distribute it.

...
5GC Individual MBS traffic delivery: 5G CN receives a single copy of MBS data packets and delivers separate copies of those MBS data packets to individual UEs via per-UE PDU session.

NOTE 2:
It will be determined based on the selected solutions whether the 5GC Individual delivery method is supported.

5GC shared MBS traffic delivery: 5G CN receives a single copy of MBS data packets and delivers a single copy of those MBS data packets to a RAN node.

NOTE 3:
For 5GC shared MBS traffic delivery the RAN node either delivers a single copy of MBS data packets over radio to a set of UEs (PTM) or delivers separate copies of MBS data packets over radio to individual UEs (PTP). 

Based on the terms of broadcast and multicast defined as above, we have below observation:

Broadcast and multicast are terms to describe services and sessions; meanwhile, broadcast in air interface is defined as the signalling or data are intended to be delivered to more than one UE.

The definition provided by SA2 has paved the way for clearer discussion for both in-WGs and between WGs. To avoid any ambiguity in RAN for the usage of term "broadcast" and "multicast", it is suggested:

Define the delivery mode of point to point (PTP) in RAN as: the mode that is used to deliver the signalling or data to one individual UE.

Define the delivery mode of point to multi-point (PTM) as: the mode that is used to deliver the signalling or data to at least one UE.

Use PTP instead of unicast or lower layer unicast when describing the mode or action that is used to deliver the signalling or data to one individual UE.
Use PTM instead of broadcast/multicast or lower layer broadcast/multicast when describing the mode or action that is used to deliver the signalling or data to at least one UE.

Also, from the definition of 5GC Individual MBS traffic delivery and 5GC shared MBS traffic delivery, RAN is only able to delivery the service data to a specific UE for 5GC Individual MBS traffic delivery; while delivery mode switching between PTP and PTM is only applicable for 5GC shared MBS traffic delivery.

Delivery mode switching between PTP and PTM is only applicable for 5GC shared MBS traffic delivery.
For Multicast communication service and Multicast session, 5GC has knowledge of which UE might be involved in the Multicast service reception. This information might be delivered to RAN node which could use this information for mode switch decision. With regard to Broadcast session and broadcast communication service in SA2, they are characterised by the content to send and the geographical area where to distribute it. No specific UE is associated with the Broadcast communication service or the Broadcast session. It is not clear if it is necessary to consider the mode switch for UEs which interested to the broadcast reception. Based on the analysis above, it is necessary to clarify that:
Delivery mode switch should be studied for Multicast communication service and Multicast session. FFS for Broadcast communication service and Broadcast sessions.

It should be noted that since part of the SA2 study result is not yet stabilized, the above could be updated if the above quote/definition from SA2/TR 23.757 is updated.

 Scenarios definition and requirements
Delivery mode switching could be applied to one specific UE that is associated with one or more multicast session. For example, one UE receiving the MBS session data in PTM mode may experience poor connection and thus poor reception status. As a result, the UE may then be re-configured to receive the MBS session data in PTP mode to improve the receiving quality. Or vice versa, the UE can also be re-configured to switch from PTM mode to PTP mode, e.g., to achieve better reliability. Or if the UE capability allows, the network is able to configure the UE to receive the multicast data in both delivery modes.
Network may configure the UE to receive the MBS data for a given MBS service via PTP mode, PTM mode or both. 
Meanwhile, from network perspective, different delivery modes may co-exist for different UEs that are associated with the same multicast service in one RAN node. For example, a group of UE that are interested in the MBS service might be associated with the same CU but different DUs or the same DU but different cells. In addition, the channel condition, e.g, channel condition, beam, RSRP, etc., might be different for the UEs that belong to the same physical cells. In above scenarios there can be more than one delivery instances for one specific multicast session in one CU, e.g., PTP delivery for UE1 in one cell, and PTM delivery for UE2 and UE3 in another cell. Also, delivery instances with the same or different modes for the same MBS session may co-exist in the same DU or cell.

There could be different delivery modes simultaneously for different sets of UEs associated one specific Multicast session.
 Discussions
 Control plane
 Delivery mode switching requirements

Delivery mode switching of Multicast session can enhance the service reliability which is of great help for some scenarios like MCPTT. Basically the requirements on delivery mode switching can be categorized into two according to the requirements from operators or industries [3, 4]:

Lower switching delay, which means shorter service interruption.
Less data lose, or even lossless, as in some scenarios it is pursued.
Therefore it is suggested to reduce the switching latency and data loss as the requirements of the delivery mode switching function. However, whether data lossless requirement during delivery mode switching should be supported is FFS.
The requirements of the delivery mode switching function should include reducing the switching latency and data loss. FFS for data lossless requirement.
 Switching procedure
Generally speaking, RAN node could decide the delivery mode for the set of UEs associated with the MBS session on its own. Figure 1 presents a general delivery mode switching procedure as below:

MBS session setup or modification between RAN node and core network (5GC). Note this could happen anytime, e.g., in parallel with the RAN activities. RAN could update the resource allocation based on the latest MBS session context.
RAN decides the delivery mode for the set of UEs associated with the MBS session, based on the latest UE context, MBS session context, or the network resource.
According to the determined delivery mode, gNB allocates the radio resource associated with MBS data transmission.
UE interested with certain MBS service starts the MBS reception with the configured delivery mode.
UE may feedback or report of the MBS reception status or channel condition, such that the network can update the resource allocation based on the feedback.
RAN may update the delivery mode for the set of UEs associated with the MBS session.
According to the updated delivery mode, gNB re-allocates the radio resource associated with MBS data transmission. 
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Figure 1. Network perspective of the protocol stack of delivery modes
As analyzed above, we observe that:

RAN node's decision on the delivery mode for one or more UEs associated with the Multicast session could be based on the UE specific context, MBS session context, or the network resource.
 Function split inside RAN node

For CU/DU split scenario, the impact on mode switching and the functional split between CU and DU shall be analyzed. The first issue is whether CU or DU should determine the delivery mode of Multicast session. Table 1 presents the comparison of the information that shall be collectively available to the unit, i.e, CU or DU, which decides the delivery mode switch. 

For UE specific contexts, it includes MBS reception status, and channel condition. Currently there are L3 measurement available in CU and L1 measurement in DU. However, compared to L3 mechanisms, L1 features lower latency.
For MBS session context, it is current available in CU from the session management, to allow DU to make the decision for specific set of UE, the MBS session context including the UE list shall be sent to DU as the essential input for delivery mode decision.
For radio resource, DU is directly aware of the available radio resources in the whole DU and in specific cell. For CU decision, such information shall be sent to CU with F1AP enhancement.
Table 1. comparison on the availability of information to decide delivery mode on CU and DU
	Factors
	Availability in CU
	Availability to DU
	Impacts to F1/Uu

	UE specific context, e.g., MBS reception status, channel condition
	Yes. L3 Measurement
	Yes. L1 Measurement, HARQ feedback
	MAC/PHY measurements is of short latency compared to L3 signaling.

	MBS session context, e.g., QoS requirements
	Yes. From session management.
	(per F1AP enhancement)
	New F1 signaling: CU transfer the MBS session context to DU.

	Available radio sources
	(per F1AP enhancement)
	Yes. DU is aware of the radio resources
	New F1 signaling: DU reports the radio resources to CU.


As we can see, impacts to F1 interface is inevitable. More switching latency will be brought considering the information exchange on F1 and also Uu interface. Both approaches have impacts on the network interfaces, especially the F1 between CU and DU. Meanwhile, to reduce the service interruption, the switching latency shall be considered. 
No matter CU or DU to determine the delivery mode for the Multicast session, it has impact on F1 interface.

Which unit, gNB-CU or gNB-DU, to decide the delivery mode and related solutions, will be based on both the impacts of network interfaces (e.g., F1) and switching latency.
Figure 2 presents an example procedures for CU and DU deciding the delivery mode respectively. Please note that in the "DU decides" case, the response from CU to DU can happen simultaneously with step 4. However, the key procedure that affects the latency shall be of step1 (Uu) in both cases, considering that the latency in transport network can be negligible. From the moment that the reception status is getting worse and reaching the point that mode switching is needed, the "DU decides" solution can provide swifter response.
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Figure 2. Delivery mode switching procedure in cases of CU decides and DU decides
DU deciding delivery mode brings shorter switching latency.
It is suggested to study whether CU or DU should make the mode switching decision in CU/DU split scenarios. 

 User plane for mode switching
 QoS

For a specific Multicast session, the QoS profile shall be common to follow the same policy from the Multicast communication service application server, which eventually reflects on the SLA between operators and service providers. And according to the SA2 progress, mode switching in RAN will be of RAN decision and it is recognized to be a RAN decision of which delivery mode to use based on the QoS and the access layer information. Therefore, it is suggested that the same QoS information and requirements to be applied in either delivery mode.
The same QoS information shall be applied to both PTP and PTM scheduling for the same Multicast session.

 Protocol stack
The user plane of the LTE eMBMS is separated from the unicast, e.g., no PDCP entity, and the unicast service data and the eMBMS service data might share no common path starting from the application server. Therefore, the delivery method switching can only happen in service layer or application layer.

According to the definition from TR 23.757, RAN should be able to decide that for the single copy of MBS data packets, RAN either delivers a single copy of the MBS data packets to individual UE, while the same copy of MBS data packets can be sent to the same UE in the PTM delivery mode; or RAN either delivers a single copy of the MBS data packets to individual UE or to a set of UEs in the PTM delivery mode. It means that for the same copy of MBS data, it will go through either the PTP protocol stack or the PTM protocol stack, which both at least includes the PDCP, RLC, and MAC entity.
After the copy of MBS data packet arrives in RAN and mapped to a specific bearer by the SDAP sub-layer, it gets the PDCP SN in the PDCP sub-layer. The PDCP SN provides a one to one mapping of the MBS data packets in service layer. 

If the PTP and PTM delivery mode share the same PDCP entity for the same QoS flows as shown in Figure 3(a), the same PDCP SN applies to both delivery mode. Therefore, it is possible to achieve that in case of mode switching, the lost data can be retransmitted to the specific UE. While for the separated PDCP entities cases, it is hard or impossible to achieve lossless in mode switching.
If the PTP and PTM delivery mode share the same PDCP entity for the same set of QoS flows as shown in Figure 3(b), no RAN specific SN can be used to identify the potentially lost packets, either due the worsen channel state, or mode switching during mobility.
If the protocol stacks for PTP and PTM delivery mode share the PDCP entity, it is possible to achieve lossless in delivery mode switching.
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Figure 3. Network perspective of the protocol stack of delivery modes
There are other options like the two delivery modes share the same RLC entity. However, the RLC entity is in charge of the segmentation based on the MAC scheduling process considering the available radio resources. Considering that the UEs associated with the same Multicast session might be in different cells or different channel condition, maintaining the same segmentation process of different UEs or different delivery modes poses a highly restrictive requirement on the scheduling process.

If the protocol stacks for PTP and PTM delivery mode share the RLC entity, it poses restriction to the scheduling process.
In case of CU/DU split, the shared PDCP entity further shows it advantage that the PDCP PDU of the Multicast session can either be sent to the DU in separated tunnels or shared tunnels for the same DU, as indicated in below graph. 
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Figure 4. Network perspective of F1-U tunnel
A single F1-U tunnel as shown in Figure 4(a) for the radio bearer benefits from the less F1-U resources compared to the one shown in Figure 4(b) for the scenarios below:

there are more than one UE receiving the Multicast session in separated PTP delivery mode while some of the UE associated with the same Multicast session in PTM delivery mode, the UEs mentioned above can be in the same cell or different cells in the DU.
Based on the above analysis, it is suggested that for the same radio bearer which the same QoS flow of the MBS session mapped to, whether different or the same delivery modes, a common PDCP entity is used.

The protocol stacks for PTP and PTM delivery mode share the PDCP entity.
Each RLC entity is of specific transmission mode, i.e., AM or UM. Considering the complexity and standard impacts introduced by the AM mode RLC entity for PTM type delivery, it is suggested that for PTM delivery mode, UM mode is applied. While for PTP delivery mode, both AM mode and UM mode can be applied, depending on the service requirements.

For PTM delivery mode, the corresponding RLC entity is of UM mode; for PTP delivery mode, the corresponding RLC entity can be of both modes.
 Conclusion
Based on the analysis provided above, we have the following observations:
Observation 1 Broadcast and multicast are terms to describe services and sessions; meanwhile, broadcast in air interface is defined as the signalling or data are intended to be delivered to more than one UE.

Observation 2 There could be different delivery modes simultaneously for different sets of UEs associated one specific Multicast session.

Observation 3 RAN node's decision on the delivery mode for one or more UEs associated with the Multicast session could be based on the UE specific context, MBS session context, or the network resource.

Observation 4 No matter CU or DU to determine the delivery mode for the Multicast session, it has impact on F1 interface.

Observation 5 Which unit, gNB-CU or gNB-DU, to decide the delivery mode and related solutions, will be based on both the impacts of network interfaces (e.g., F1) and switching latency.

Observation 6 DU deciding delivery mode brings shorter switching latency.

Observation 7 If the protocol stacks for PTP and PTM delivery mode share the PDCP entity, it is possible to achieve lossless in delivery mode switching.

Observation 8 If the protocol stacks for PTP and PTM delivery mode share the RLC entity, it poses restriction to the scheduling process.

Based on the analysis provided above, we have the following proposals:

Proposal 1 Define the delivery mode of point to point (PTP) in RAN as: the mode that is used to deliver the signalling or data to one individual UE.

Proposal 2 Define the delivery mode of point to multi-point (PTM) as: the mode that is used to deliver the signalling or data to at least one UE.

Proposal 3 Use PTP instead of unicast or lower layer unicast when describing the mode or action that is used to deliver the signalling or data to one individual UE.

Proposal 4 Use PTM instead of broadcast/multicast or lower layer broadcast/multicast when describing the mode or action that is used to deliver the signalling or data to at least one UE.

Proposal 5 Delivery mode switching between PTP and PTM is only applicable for 5GC shared MBS traffic delivery.

Proposal 6 Delivery mode switch should be studied for Multicast communication service and Multicast session. FFS for Broadcast communication service and Broadcast sessions.

Proposal 7 Network may configure the UE to receive the MBS data for a given MBS service via PTP mode, PTM mode or both. 

Proposal 8 The requirements of the delivery mode switching function should include reducing the switching latency and data loss. FFS for data lossless requirement.

Proposal 9 It is suggested to study whether CU or DU should make the mode switching decision in CU/DU split scenarios. 

Proposal 10 The same QoS information shall be applied to both PTP and PTM scheduling for the same Multicast session.

Proposal 11 The protocol stacks for PTP and PTM delivery mode share the PDCP entity.

Proposal 12 For PTM delivery mode, the corresponding RLC entity is of UM mode; for PTP delivery mode, the corresponding RLC entity can be of both modes.
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