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Introduction
As the WID in [1], the objectives of NR multicast and broadcast services for RRC-CONNECTED UE are as follows:
· Specify RAN basic functions for broadcast/multicast for UEs in RRC_CONNECTED state [RAN1, RAN2, RAN3]:
· Specify a group scheduling mechanism to allow UEs to receive Broadcast/Multicast service [RAN1, RAN2]
· This objective includes specifying necessary enhancements that are required to enable simultaneous operation with unicast reception.
· Specify support for dynamic change of Broadcast/Multicast service delivery between multicast (PTM) and unicast (PTP) with service continuity for a given UE [RAN2, RAN3]
· Specify support for basic mobility with service continuity [RAN2, RAN3]
· Assuming that the necessary coordination function (like functions hosted by MCE, if any) resides in the gNB-CU, specify required changes on the RAN architecture and interfaces, considering the results of the SA2 SI on Broadcast/Multicast (SP-190625) [RAN3]
· Specify required changes to improve reliability of Broadcast/Multicast service, e.g. by UL feedback. The level of reliability should be based on the requirements of the application/service provided.[RAN1, RAN2]
· Study the support for dynamic control of the Broadcast/Multicast transmission area within one gNB-DU and specify what is needed to enable it, if anything [RAN2, RAN3]
In this contribution, we provide our view on dynamic delivery mode switch.
Discussion
Definition of dynamic mode switch
At the very beginning of the discussion, we want to clarify the definition of dynamic mode switch, or the definition of PTM/PTP transmission. In our opinion, PTM/PTP transmission are two different delivery modes of multicast for RAN to transmit data to UEs, for PTM transmission, every UEs in this mode may use RAN common resources and common RNTI to receive multicast service data, and for PTP transmission, UE may be allocated different RAN resource or RNTI to receive the service, but a common session/channel or something else to transfer the multicast service data from CN to RAN is the same for PTP/PTM transmission, as shown in Figure 1. In other words, from core network entities’ view, both PTM and PTP transmission are multicast transmission. It’s helpful for dynamic delivery mode switch.


Figure 1 PTM/PTP transmission
And based on the understanding, we think it’s RAN to decide which delivery mode is used, considering the channel quality, the number of UEs request for one service and so on, with the help of core network.
Therefore, the PTM and PTP is not the same with multicast and unicast switch.
[bookmark: _Hlk47517041]Proposal 1: RAN2 is kindly asked to clarify the definition of PTM and PTP transmission and its difference with multicast or unicast. 
Different protocol stacks for dynamic delivery mode switch 
In LTE MBMS, delivery mode switch only happens in the service layer, with high switching latency and high packet loss rate, also it is not flexible. And due to the switch anchor is located in service layer, in LTE, multicast can be equal to PTM transmission, and unicast equals to PTP transmission.
To achieve the objective of dynamic mode switch, we need to lower the switch anchor to RAN, and considering low UE complexity, reliability and small packet loss.
If possible, delivery mode switch should be possible to UE.
Here, we propose different protocol stacks for dynamic delivery mode switch:
1. SDAP split based approach


Figure 2 SDAP split based approach
A common SDAP is used for PTM and PTP transmission for a multicast service, and network routing SDAP PDUs to PTP or PTM PDCP entity. In this way, SDAP entity need to add reordering function.
Observation 1:  SDAP split base approach needs SDAP to add reordering function.
2. PDCP split based approach


Figure 3 PDCP split based approach
Common SDAP and PDCP are used for PTM and PTP transmission for a multicast service, and network routing PDCP PDUs to PTP or PTM PDCP entity. It’s similar with DC PDCP split bearer at the UE side, and treating DC PDCP split bearer as a reference may require minimum standardization workload.
[bookmark: _Hlk47517091]Observation 2: PDCP split based approach is similar with DC PDCP split bearer.
3. RLC split based approach


Figure 4 RLC split based approach
Common SDAP, PDCP and RLC are used for PTM and PTP transmission for a multicast service, and network map RLC PDUs to different logical channels, which is different from the current specification. 
Observation 3: RLC split based approach may change the logical channel mapping rules.
4. Common HARQ based approach
Common SDAP, PDCP, RLC and MAC are used for PTM and PTP transmission for a multicast service, and PTM and PTP transmission are sharing the same HARQ entity with common HARQ processes. The only difference is the type of RNTI used for scrambling.
[bookmark: _Hlk47517113]Observation 4: Common HARQ based approach may change the behaviour of HARQ process handling
Proposal 2: RAN2 is kindly asked to discuss different options for dynamic delivery mode switch and make a choice.
How to perform dynamic delivery mode switch
Besides the protocol stack design, the other issue is how to perform dynamic delivery mode switch, two possible ways are proposed:
1. [bookmark: _Hlk47513739]Two protocol stacks are set in UE and network, and related resources are configured, and network could active/deactive one protocol stack via MAC CE or DCI;
2. Only one protocol stack is set in UE and network, once the network decides to switch the delivery mode, it sends RRCReconfiguration message with corresponding configurations to UE.
Compared the two ways, the first way is faster, but with the disadvantage of resource wastes, while the second is on the contrary. In our view, we need to study the RAN latency requirements of MBS services or refer to SA2’s study results, then to make a decision.
Proposal 2: RAN2 should study the latency requirements of MBS services to decide which way is used to perform dynamic delivery mode switch:
· Two protocol stacks are set in UE and network, and related resources are configured, and network could active/deactive one protocol stack via MAC CE or DCI;
· Only one protocol stack is set in UE and network, once the network decides to switch the delivery mode, it sends RRCReconfiguration message with corresponding configurations to UE.
Conclusions
In this paper, we have discussed the dynamic delivery mode switch. The observations and proposals are listed below:
Observation 1:  SDAP split base approach needs SDAP to increase reordering function.
Observation 2: PDCP split based approach is similar with DC PDCP split bearer.
Observation 3: RLC split based approach may change the logical channel mapping rules.
Observation 4: Common HARQ based approach may change the behaviour of HARQ process handling
Proposal 1: RAN2 is kindly asked to clarify the definition of PTM and PTP transmission and its difference with multicast or unicast. 
Proposal 2: RAN2 should discuss the different protocol design for dynamic delivery mode switch and make a choice.
Proposal 2: RAN2 should study the latency requirements of MBS services to decide which way is used to perform dynamic delivery mode switch:
· Two protocol stacks are set in UE and network, and related resources are configured, and network could active/deactive one protocol stack via MAC CE or DCI;
· Only one protocol stack is set in UE and network, once the network decides to switch the delivery mode, it sends RRCReconfiguration message with corresponding configurations to UE.
References
[1] RP-2001038

image2.emf
SDAP

PDCP

RLC

MAC

PHY

PDCP

RLC

MAC

PHY

multicast  QoS flow

PHY

MAC

RLC

PDCP

PHY

MAC

RLC

PDCP

SDAP

C-RNTI G-RNTI

RAN

UE


Microsoft_Visio_Drawing1.vsdx
SDAP
PDCP
RLC
MAC
PHY
PDCP
RLC
MAC
PHY
multicast  QoS flow
PHY
MAC
RLC
PDCP
PHY
MAC
RLC
PDCP
SDAP
C-RNTI
G-RNTI
RAN
UE



image3.emf
SDAP

PDCP

RLC

MAC

PHY

RLC

MAC

PHY

multicast  QoS flow

PHY

MAC

RLC

PDCP

PHY

MAC

RLC

SDAP

C-RNTI G-RNTI

RAN

UE


Microsoft_Visio_Drawing2.vsdx
SDAP
PDCP
RLC
MAC
PHY
RLC
MAC
PHY
multicast  QoS flow
PHY
MAC
RLC
PDCP
PHY
MAC
RLC
SDAP
C-RNTI
G-RNTI
RAN
UE



image4.emf
SDAP

PDCP

RLC

Logical channel 

for PTP 

transmission

PHY PHY

multicast  QoS flow

PHY

RLC

PDCP

PHY

SDAP

C-RNTI G-RNTI

RAN

UE

Logical channel 

for PTM 

transmission

Logical channel 

for PTP 

transmission

Logical channel 

for PTM 

transmission


Microsoft_Visio_Drawing3.vsdx
SDAP
PDCP
RLC
Logical channel for PTP transmission
PHY
PHY
multicast  QoS flow
PHY
RLC
PDCP
PHY
SDAP
C-RNTI
G-RNTI
RAN
UE
Logical channel for PTM transmission
Logical channel for PTP transmission
Logical channel for PTM transmission



image1.emf
UPF/

ĊĊ

Multicast QoS flow/MBS Session/

ĊĊ

MBS data

PTM transmission

PTP transmission

RAN

Content 

Provider

CN


Microsoft_Visio_Drawing.vsdx
UPF/……


Multicast QoS flow/MBS Session/……
MBS data
PTM transmission
PTP transmission
RAN
Content Provider
CN



