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1   Introduction
In this document we focus on the following objective of the Rel-17 IAB WI:
Topology, routing and transport enhancements [RAN2-led, RAN3]:

· Specifications of enhancements to improve topology-wide fairness, multi-hop latency and congestion mitigation 

Starting from subtopics provided as guidelines by the WI rapporteur, we provide some initial observations, narrow down the scope, and propose a way forward for the above items.
2   Enhancements to congestion mitigation
Flow control is needed in IAB networks to prevent congestion occurring. There are two main types of flow control in relay networks: end-to-end and hop-by-hop. On the uplink (UL), resource allocation serves as a form of flow control (the parent node has full control over UL transmissions of its child nodes). Therefore, IAB work on congestion mitigation has focused on the DL.
For the DL, end-to-end flow control mechanisms are already in place and their enhancements are not subject of this document and are generally outside RAN2’s remit. Here we focus on enhancements to Rel-16 IAB hop-by-hop (HbH) DL flow control.

In NR Rel-16 IAB, HbH flow control feedback is limited to single-hop, and includes available or desired buffer size (in absolute terms, rather than relative terms e.g. percentage). Additionally, the flow control feedback can only be reported for a subset of bearers with the same routing ID (basically bearers heading to the same final destination), or for the entire channel (total buffer status of a channel of the link). Moreover, reporting based on polling and threshold-based reporting are both introduced.
In Figure 1, an example IAB network is given. Currently (Rel-16), node B would only receive status of DL buffers at nodes C and D (its direct descendants). However, node E may be experiencing congestion on its link to node G, due to e.g. changing conditions on the links to node G and UEs attaching directly to node E, or due to the outdated info on buffers at node E sent to node C (meaning that node C’s transmission rate towards node E is not optimal). Lack of this information makes it difficult for node B (or the CU, with appropriate feedback) to choose between Paths I and II (assuming such choice is possible, through CU configuring multiple paths) for traffic destined for node G, or to adjust its own transmission rate towards node C appropriately.
We therefore propose that as part of Rel-17 enhancements to congestion mitigation in IAB networks, RAN2 should look at enhancing the flow control feedback from the child node to the parent node by introducing information on the status of the links of the child node to one or more of its own child nodes and/or the DL buffer status of the child nodes. We additionally propose to look at normative solutions for some basic triggering conditions for flow control feedback (currently threshold based, with details left to implementation in Rel-16) in order to guarantee consistency across the networks. While polling is done by a network node (IAB-DU of the parent node), we also see benefit in looking at standardizing some polling triggers, especially if the contents of the flow control feedback messages are enhanced along the lines of our proposals above.
Proposal 1: RAN2 will include following topics in its work on congestion mitigation enhancements for Rel-17 IAB:
- Flow control feedback content (e.g. information on links to child nodes, information on buffer status of child nodes, validity of this information)
- Triggering conditions for self-reporting
- Triggering conditions for polling
- Additional reporting granularity options
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Figure 1
3   Enhancements to multi-hop latency mitigation
3.1   Latency reduction and other QoS considerations (including radio-aware scheduling)
The MT part of an IAB node can currently request uplink resources for the UL data transmission after it actually receives the data to be transmitted from its child node, but also before it receives actual data, as it may already have knowledge of incoming data from the child node based on received BSR (Buffer Status Report). In a multi-hop network, the delays are likely to accumulate due to number of hops and aggregated volume of data at IAB nodes, so pre-emptive scheduling has the potential to reduce this significantly. This is why pre-emptive BSR was introduced in NR IAB Rel-16.
Further enhancements are possible that also fall under the umbrella of pre-emptive scheduling but also radio-aware scheduling. For example, a node which experiences QoS degradation on links to its own child node(s) could flag relevant backhaul channels where this degradation is incurred (e.g. delay) to its parent node, which in turn adjusts its scheduling tactics in anticipation of the traffic coming its way on appropriate channels. 

As an example, node D in Figure 3 determines that the information from node G on certain logical channels (on the UL) will be delayed and reports this to node B (how node D determines this should also be part of our work). Node D can also report channels which will be given priority and whose transmission will be precipitated. Node B could then provide reserved resource (e.g. configured grant) to ensure scheduling can be done without any further requests from node D, and even limit use of certain grants to certain LCHs.
Proposal 2: RAN2 will include following topics in its work on latency reduction and other QoS considerations:
- Reporting by a node to its parent node of backhaul links to its own child nodes where degradation occurs, and the type of degradation
- Reporting by a node to its parent node of channels that will experience delay or whose transmission is brought forward
- The ways in which this reporting can be done
- Limits imposed on the use of grants given by the parent node as a result
3.2   Routing enhancements
Routing prioritization and local routing is something that was considered with great interest and effort in Rel-16 but did not make the final cut. We believe these topics should be revisited due to additional flexibility they offer and the time already dedicated in Rel-16 to discussing these issues. If local decision-making is made possible, a node could decide which of the allowed routes traffic should take based on delay incurred thus far. This delay could be inferred if a bearer came with expiry time on MAC and/or BAP layer, and/or with no. of hops it needs to traverse to destination.
In addition to benefits to local decision making, centralized decision making can also benefit from enhanced reporting outlined in Sections 2 and 3.1. As the CU does not know the local status of links and buffers, the reports would have to be shared with the CU, and the CU could then update its bearer mapping and routing decisions.

Proposal 3: RAN2 will include following topics in its work on routing enhancements:
- Routing prioritization by the CU and by the local node
- Local decision-making (not just for RLF)
- Enhancements to contents of messages e.g. to include expiry time/validity of a message, number of hops it needs to traverse to its destination
- Enhanced feedback to the CU to allow better centralized routing and bearer mapping


4   Topology-wide fairness
This is perhaps the aspect of this WI where we have least Rel-16 work to fall back on. While working on Rel-16, the assumption was that fairness would be enabled by implementation and ensured by operators. For any normative solutions, we need to first perform some very basic steps:
· How to define it/agree on the fairness KPI(s)

· This could be linked to load balancing – load balancing ensures a more efficient use of routes

· It could also be linked to ensuring all access UEs get the same treatment/can be offered same QoS, and this is linked to underlying topology but also routing

Proposal 4: RAN2 will include in its work on topology-wide fairness an agreement on fairness KPIs and how they link to existing and emerging solutions to load balancing, user satisfaction, and equitable use of resources.
We have a companion tdoc that looks at this particular issue in more detail [1].
5   Conclusions

In the present tdoc, we shared our initial observations on topology, routing and transport enhancements, together with a set of proposal that attempt to narrow down the scope and create a manageable way forward:
Proposal 5: RAN2 will include following topics in its work on congestion mitigation enhancements for Rel-17 IAB:
- Flow control feedback content (e.g. information on links to child nodes, information on buffer status of child nodes, validity of this information)
- Triggering conditions for self-reporting
- Triggering conditions for polling
- Additional reporting granularity options

Proposal 6: RAN2 will include following topics in its work on latency reduction and other QoS considerations:
- Reporting by a node to its parent node of backhaul links to its own child nodes where degradation occurs, and the type of degradation
- Reporting by a node to its parent node of channels that will experience delay or whose transmission is brought forward
- The ways in which this reporting can be done
- Limits imposed on the use of grants given by the parent node as a result

Proposal 7: RAN2 will include following topics in its work on routing enhancements:
- Routing prioritization by the CU and by the local node
- Local decision-making (not just for RLF)
- Enhancements to contents of messages e.g. to include expiry time/validity of a message, number of hops it needs to traverse to its destination
- Enhanced feedback to the CU to allow better centralized routing and bearer mapping

Proposal 8: RAN2 will include in its work on topology-wide fairness an agreement on fairness KPIs and how they link to existing and emerging solutions to load balancing, user satisfaction, and equitable use of resources.
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