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1. Introduction
So far, the handling of dataInactivityTimer during DAPS handover is not discussed. In this paper, one remaining issue about the expiry dataInactivityTimer is raised for DAPS handover. Some analysis and potential solutions are provided.
2. Discussion
DataInactivityTimer is introduced in LTE and NR RRC to fix RCC state mismatch problem. In legacy handover, the MAC entity is reset, the dataInactivityTimer is stopped. And the dataInactivityTimer will not restart until the first uplink packet is transmitted to the target. Therefore, the expiry of dataInactivityTimer does not happen during legacy handover.
For DAPS handover, as the source MAC entity is not reset, and a new target MAC entity is established. The dataInactivityTimer of the source MAC may continue running due to deterioration of the radio condition, e.g. the source may stop scheduling the UE if maximum number of RLC retransmission exceeds in DL, and RLF is not triggered at the UE yet. Therefore, there is a possibility of expiry of dataInactivityTimer of the source MAC entity. 
Observation 1: There is possibility that dataInactivityTimer of the source MAC expires.
If the dataInactivityTimer of the source MAC entity expires, according to current spec, the MAC entity will indicate to the RRC, and the RRC will transfer the UE to RRC_IDLE state. However, since target node is still expecting to establish or maintain RRC connection with UE, it is not expected that the UE to be transferred to RRC_IDLE state.
To handle this issue, the following options can be considered:  
Option 1: Upon receiving the expiry of dataInactivityTimer from MAC layers of the source, the RRC shall ignore it to maintain at RRC_CONNECTED state.
Option 2: Upon receiving the expiry of dataInactivityTimer from MAC layers of the source, the UE maintains at RRC_CONNECTED, stops data transmission or reception via the source link and releases the source link connection (the same handling as RLF of the source)
Option 3: The network ensure the expiry of the timer won’t happen during DAPS handover, e.g. dataInactivityTimer configuration of the source should be released explicitly by RRC message before DAPS handover command is sent
For Option1 and Option 3, the connection with the source will be maintained until source RLF is triggered at the UE side. However, considering that UE haven’t receive any data from the source for at least 1 second, continue maintaining the connection with source link will lead to a waste of UE capability. e.g. UE power. In that sense, as there is some benefit to release the source link. Besides, if the source is kept even if there is no data transmission for a while, if HO failure happens, fallback to source will lead to a risk of longer interruption. Therefore, we prefer option 2.
Proposal 1. Before DAPS handover completion, upon receiving indication of expiry of dataInactivityTimer from MAC of the source, adopt the same handling as source RLF.

Moreover, if dataInactivityTimer is configured for the target, according to the current 38.321 spec below, the timer starts or restarts if there is data transmission for any MAC entity. This means the dataInactivityTimer of the target will start running before HO complete if there is data transmission on the source MAC entity. Therefore it is possible that the dataInactivityTimer of the target MAC expires before DAPS HO complete. 

	When dataInactivityTimer is configured and, the UE shall:
1>	if any MAC entity receives a MAC SDU for DTCH logical channel, DCCH logical channel, or CCCH logical channel; or
1>	if any MAC entity transmits a MAC SDU for DTCH logical channel, or DCCH logical channel, regardless of LBT failure indication from lower layers:
2>	start or restart dataInactivityTimer.
1>	if the dataInactivityTimer expires:
2>	indicate the expiry of the dataInactivityTimer to upper layers.




To fix this issue, two options can be considered:
Option 1: DataInactivityTimer shall not be configured for the target before source is released.
Option 2: the trigging condition for the start/restart of the dataInactivityTimer should be limited to target MAC entity
We are fine with either of the two options. To provide configuration as flexible as possible, we slightly prefer option 2.
Proposal 2. The trigging condition for the start/restart of dataInactivityTimer of the target should be limited to target MAC entity
3. Conclusion
In this contribution, we raised one issue on the expiry of DataInactivityTimer during DAPS, and have the 
Following observation and proposals
Observation 1: There is possibility that dataInactivityTimer of the source MAC expires.
Proposal 1. Before DAPS handover completion, upon receiving indication of expiry of dataInactivityTimer from MAC of the source, adopt the same handling as source RLF.
Proposal 2. The trigging condition for the start/restart of dataInactivityTimer of the target should be limited to target MAC entity


Annex
Text proposal for 38.331
[bookmark: _Toc46439162][bookmark: _Toc46443999][bookmark: _Toc46486760]5.3.5.8.3	T304 expiry (Reconfiguration with sync Failure)
The UE shall:
1>	if T304 of the MCG expires:
2>	release dedicated preambles provided in rach-ConfigDedicated if configured;
2>	release dedicated msgA PUSCH resources provided in rach-ConfigDedicated if configured;
2>	if any DAPS bearer is configured, DataInactivityTimer expiry indication is not received from lower layer of the source, and radio link failure is not detected in the source PCell, according to subclause 5.3.10.3:
3>	release target PCell configuration;
3>	reset MAC for the target PCell and release the MAC configuration for the target PCell;
3>	for each DAPS bearer:
4>	release the RLC entity or entities as specified in TS 38.322 [4], clause 5.1.3, and the associated logical channel for the target PCell;
4>	reconfigure the PDCP entity to release DAPS as specified in TS 38.323 [5];
3>	for each SRB:
4>	if the masterKeyUpdate was not received:
5>	configure the PDCP entity for the source PCell with state variables continuation as specified in TS 38.323 [5], the state variables as the PDCP entity for the target PCell;
4>	release the PDCP entity for the target PCell;
4>	release the RLC entity as specified in TS 38.322 [4], clause 5.1.3, and the associated logical channel for the target PCell;
4>	trigger the PDCP entity to perform SDU discard as specified in TS 38.323 [5];
4>	re-establish the RLC entity for the source PCell;
3>	release the physical channel configuration for the target PCell;
3>	revert back to the SDAP configuration used in the source PCell;
3>	discard the keys used in target PCell (the KgNB key, the KRRCenc key, the KRRCint key, the KUPint key and the KUPenc key), if any;
3>	resume suspended SRBs in the source PCell;
3>	for each non DAPS bearer:
4>	revert back to the UE configuration used for the DRB in the source PCell, includes PDCP, RLC states variables, the security configuration and the data stored in transmission and reception buffers in PDCP and RLC entities ;
3>	revert back to the UE measurement configuration used in the source PCell;
3>	initiate the failure information procedure as specified in subclause 5.7.5 to report DAPS handover failure.
2>	else:
3>	revert back to the UE configuration used in the source PCell;
3>	store the handover failure information in VarRLF-Report as described in the subclause 5.3.10.5;
3>	initiate the connection re-establishment procedure as specified in subclause 5.3.7.
NOTE 1:	In the context above, "the UE configuration" includes state variables and parameters of each radio bearer.
1>	else if T304 of a secondary cell group expires:
2>	if MCG transmission is not suspended:
3>	release dedicated preambles provided in rach-ConfigDedicated, if configured;
3>	initiate the SCG failure information procedure as specified in subclause 5.7.3 to report SCG reconfiguration with sync failure, upon which the RRC reconfiguration procedure ends;
2>	else:
3>	initiate the connection re-establishment procedure as specified in subclause 5.3.7;
1>	else if T304 expires when RRCReconfiguration is received via other RAT (HO to NR failure):
2>	reset MAC;
2>	perform the actions defined for this failure case as defined in the specifications applicable for the other RAT.
NOTE 2:	In this clause, the term 'handover failure' has been used to refer to 'reconfiguration with sync failure'.


[bookmark: _Toc46439196][bookmark: _Toc46444033][bookmark: _Toc46486794]5.3.8.5	UE actions upon the expiry of DataInactivityTimer
1> If any DAPS bearer is configured:
2> upon receiving the expiry of DataInactivityTimer from lower layers of the source, the UE shall:
3> suspend the transmission of all DRBs in the source MCG;
3> reset MAC for the source MCG;
3> release the source connection.
1> else: 
2> Upon receiving the expiry of DataInactivityTimer from lower layers while in RRC_CONNECTED, the UE shall:
13> perform the actions upon going to RRC_IDLE as specified in 5.3.11, with release cause 'RRC connection failure'.
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Text proposal for 38.321
[bookmark: _Toc37296242]5.19	Data inactivity monitoring
The UE may be configured by RRC with a Data inactivity monitoring functionality, when in RRC_CONNECTED. RRC controls Data inactivity operation by configuring the timer dataInactivityTimer.
When dataInactivityTimer is configured, the UE shall:
1> if the UE is configured with DAPS handover, and the dataIncativityTimer is configured for the target:
2>	if the target MAC entity receives a MAC SDU for DTCH logical channel, DCCH logical channel, or CCCH logical channel; or
2>	if the target MAC entity transmits a MAC SDU for DTCH logical channel, or DCCH logical channel, regardless of LBT failure indication from lower layers:
3>	start or restart dataInactivityTimer.
1> else:
12>	if any MAC entity receives a MAC SDU for DTCH logical channel, DCCH logical channel, or CCCH logical channel; or
12>	if any MAC entity transmits a MAC SDU for DTCH logical channel, or DCCH logical channel, regardless of LBT failure indication from lower layers:
23>	start or restart dataInactivityTimer.
1>	if the dataInactivityTimer expires:
2>	indicate the expiry of the dataInactivityTimer to upper layers.

