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1. [bookmark: OLE_LINK13][bookmark: OLE_LINK14]Introduction
A new WID [1] for IAB enhancements was agreed in RAN#88-e, wherein routing and transport enhancement is one of the objectives in the WID:
	Topology, routing and transport enhancements [RAN2-led, RAN3]:
· Specifications of enhancements to improve topology-wide fairness, multi-hop latency and congestion mitigation 


In this contribution, we would like to investigate some potential enhancements regarding congestion mitigation.
2. Discussion
2.1. DL hop-by hop flow control enhancements
Downlink data congestion, or even packet discard, may occur at the intermediate IAB-nodes in the case that an IAB-node’s link capacity to its child IAB-node or a UE is smaller than the capacity of a backhaul link from the parent IAB-node. In other words, the ingress data rate controlled by its parent IAB-node does not match the egress data rate controlled by itself in this situation. This phenomenon is principally caused by the information asymmetry between the IAB-node and its parent IAB-node since the DU side of the parent IAB-node is unaware of the downlink buffer status of the IAB-node. If configured, the congested IAB-node will send a flow control (FC) feedback to its parent IAB-node (downlink hop-by-hop FC), if the child/access IAB-node is suffering congestion risk, as agreed on RAN2#107 [2]. Additionally, the IAB-donor-CU may detect the end-to-end congestion based on existing DDDS mechanism as agreed on RAN3 #106 [3] The parent IAB-node or/and IAB-donor-CU, upon receiving the FC feedback message from the victim node, may perform flow control to alleviate downlink data congestion risk. 
(1) Enhancements to avoid intensive FC feedbacks of event-triggered FC
There are two different mechanisms for DL hop-by-hop FC feedbacks, i.e., polling-based FC feedback and event-triggered FC feedback. For the latter one, which, according to the following description in BAP protocol [4], once the buffer load of the IAB is above a pre-configured threshold, the FC feedback will be generated and sent by the IAB node to its parent node.
	[bookmark: _Toc34413565]5.3	Flow control
5.3.1	Flow control feedback
For a link, the BAP entity at the IAB-MT shall:
-	when a flow control feedback is triggered due to the buffer load exceeding a certain level, or
-	when a BAP Control PDU for flow control polling is received at the receiving part, the transmitting part of this BAP entity shall:
-	construct a BAP Control PDU for flow control feedback per BH RLC channel, if configured by RRC, in accordance with sub-clause 6.2.3;
-	construct a BAP Control PDU for flow control feedback per routing ID, if configured by RRC, in accordance with sub-clause 6.2.3;
-	if the egress BH RLC channel for the BAP Control PDU is configured as specified in TS 38.473 [5]:
-	submit the BAP Control PDU(s) to the configured egress BH RLC channel of the egress link, indicated by Egress BH RLC CH ID IE in BH Information IE associated with Non-UP Traffic Type IE set to BAP control PDU in TS 38.473[5];
-	else:
-	submit the BAP Control PDU(s) to any egress BH RLC channel of the egress link.



If event-triggered FC is configured by IAB-donor-CU, and the buffer load of the IAB keeps growing or remains at high level after triggering FC feedback, as there is no prohibition period to avoid intensive feedbacks, another FC feedback messages will be constructed and sent. By way of illustration, Figure 1 shows the buffer load of an IAB-node since the integration to the IAB network, which, is one of the typical scenarios to trigger intensive feedbacks. With the passage of time, the buffer load of the IAB-node increases till the time T1, where the pre-configured threshold is reached and the IAB-node instantaneously triggers the FC feedback. Upon reception of the FC feedback, the parent IAB-node starts to perform flow control over the egress link to the child IAB-node. However, the countermeasure might take some time to take effect (assume the turning point is at time T2).  When the ingress data rate reduced below the egress data rate due to the adaptive scheduling of parent IAB-DU, the buffer load falls back to the pre-configured threshold at time T3, and the congestion is resolved. Noticeably, any instant between the period (colored in pink, from T1 to T3) satisfies the requirement for triggering the FC feedback. As a result, there come intensive feedbacks between the time from T1 to T3, which is not expected in practice.


Figure 1 Intensive FC feedbacks caused by buffer fluctuations
Observation 1 [bookmark: _Ref46244562]Event-triggered FC feedback messages can be initiated frequently once the buffer load of the IAB-node is above the pre-configured threshold for a period of time, as there is no restriction to avoid intensive feedbacks caused by buffer fluctuations.
Intensive FC feedback does not help the congestion resolution but to increase the FC feedback overhead. To avoid the intensive feedbacks induced by buffer fluctuations or sustained high buffer level, we propose: 
[bookmark: _Ref46244620]RAN2 support enhancements to avoid intensive feedbacks of event-triggered flow control scheme.
(2) Enhancements on the formats of FC feedback messages
For both polling-based FC and event-triggered FC, the buffer status can be reported per BH RLC channel or per routing ID via BAP control PDU according to TS 38.340 [3], the corresponding BAP control PDU formats are shown in Figure 2. When a FC message is generated, the buffer status of all BH RLC channels and (or) BAP routing IDs should be included and sent to parent IAB-node.


                 
(a) per BH RLC channel    		                        (b) per BAP routing ID  
Figure 2 BAP Control PDU format for flow control feedback (TS 38.340 [3], Figure 6.2.3.1)
Observation 2 [bookmark: _Ref46148420]According to TS 38.340, once the FC feedback is triggered, the buffer status of all BH RLC CHs or routing IDs are reported.
In the case that the FC feedback is reported per BH RLC channel, a total of 5 bytes is required for each BH RLC channel. Likewise, a total of 6 bytes are needed for each BAP route if the FC feedback is configured per BAP routing ID. RAN2 perceived that the number of BH RLC channels per backhaul link can be up to 216, straight-forwardly the size of the FC feedback will at most be 216×5 bytes (per BH RLC channel) or 216×6 bytes (per BAP routing) plus 1 byte BAP header.
The initial intention of constructing a FC feedback is to inform the parent IAB node of the congestion risk of the child IAB-node. With this in mind, it is quite counterproductive to carry the BH RLC CHs showing no congestion risk in FC feedback, as no obvious benefits can be seen but unnecessary overhead increases.
Even if a large number of BH routes or BH RLC channels are congested, some enhancements are still needed to limit the FC message size to an acceptable level. Otherwise, a FC message with a large size might cause congestion in the upstream BH link.
Observation 3 [bookmark: _Ref46244591]The size of FC feedback is proportional to the number of BH RLC CHs or routing IDs, and can be relatively large.
Enhancements on the formats of FC feedbacks should be discussed to reduce the unnecessary overhead caused by the inclusion of the congestion-risk-free BH RLC CHs or BAP routings.
[bookmark: _Ref47623203]For congestion mitigation, the size of FC feedback message should be designed efficiently.
2.2. Resource Re-allocation 
As we discussed in section 2.1, congestion risk is principally caused by the information asymmetry between the IAB-node and its parent IAB-node in that the ingress data rate controlled by its parent IAB-node does not match the egress data rate controlled by itself in this situation.  
Figure 3 is given therein for illustrative purpose. According to Figure 3, IAB-node 2 is the intermediate node, its parent and child node are IAB-node 1 and IAB-node 3, respectively. Data packets are transferred from IAB-node 1 to IAB-node 3. From the perspective of IAB-node 2, the link between IAB-node 1 and itself is named ingress link, accordingly the link between IAB-node 3 and IAB-node 2 is the egress link. It is plain to see that the congestion alarm in IAB-node 2 is caused by the incomparable data rate between ingress and egress links.


Figure 3 The mismatched date rate between ingress and egress link 
The risk of congestion can be mitigated by data rate coordination between ingress and egress links. One of the methods is to reduce the ingress data rate so as to match the smaller egress data rate, this mechanism is known as flow control; instead, the other method, termed as resource re-allocation, is to allocate more resources to support the expected egress data rate required by the ingress link.
Observation 4 [bookmark: _Ref46244602]Congestion risk is the product of a mismatch between ingress and egress data rate, which is essentially caused by improper resource allocation. 
Considering the radio resources are shared between BH links, it is feasible to reduce the radio resources for some BH links of inefficient utilization while reallocate these radio resources to the egress link. In such way, the egress data rate can be increased, which can quickly resolve the congestion and meanwhile ensure high spectrum efficiency.
Observation 5 [bookmark: _Ref46244612]Congestion risk can be mitigated by the resource re-allocation mechanism without sacrificing spectrum efficiency. 
Geared toward the alleviation of buffer overflow while ensuring the spectrum efficiency, enhancements on resource re-allocation should be considered. 
[bookmark: _Ref46244637]RAN2 to support enhancements on radio resource re-allocation for congestion resolution.
3. Conclusion
In this paper, we discussed the enhancements on congestion mitigation. The observations and proposals are the following:
Observation 1	Event-triggered FC feedback messages can be initiated frequently once the buffer load of the IAB-node is above the pre-configured threshold for a period of time, as there is no restriction to avoid intensive feedbacks caused by buffer fluctuations.
Observation 2	According to TS 38.340, once the FC feedback is triggered, the buffer status of all BH RLC CHs or routing IDs are reported.
Observation 3	The size of FC feedback is proportional to the number of BH RLC CHs or routing IDs, and can be relatively large.
Observation 4	Congestion risk is the product of a mismatch between ingress and egress data rate, which is essentially caused by improper resource allocation.
Observation 5	Congestion risk can be mitigated by the resource re-allocation mechanism without sacrificing spectrum efficiency.
Proposal 1	RAN2 support enhancements to avoid intensive feedbacks of event-triggered flow control scheme.
Proposal 2	For congestion mitigation, the size of FC feedback message should be designed efficiently.
Proposal 3	RAN2 to support enhancements on radio resource re-allocation for congestion resolution.
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