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1 Introduction
In RAN#86 meeting, a new WID was approved to enable NR to support non-terrestrial networks (NTN) [1].
In this contribution, we analyse the main challenges for each scenario, and provide some suggestions on RAN2 task prioritization.
2 Discussion
2.1 Scenarios for NTN
In TR 38.821, there are five types of NTN platforms with different altitudes, orbits and beam footprints.
Table 1: Types of NTN platforms

	Platforms
	Altitude range
	Orbit
	Typical beam footprint size

	Low-Earth Orbit (LEO) satellite
	300 – 1500 km
	Circular around the earth
	100 – 1000 km

	Medium-Earth Orbit (MEO) satellite
	7000 – 25000 km
	
	100 – 1000 km

	Geostationary Earth Orbit (GEO) satellite
	35 786 km
	notional station keeping position fixed in terms of elevation/azimuth with respect to a given earth point
	200 – 3500 km

	UAS platform (including HAPS)
	8 – 50 km (20 km for HAPS)
	
	5 - 200 km

	High Elliptical Orbit (HEO) satellite
	400 – 50000 km
	Elliptical around the earth
	200 – 3500 km


According to WID [1], the types of NTN platforms considered in WI are LEO with moving beam/earth fixed beam and GEO. Furthermore, transparent architecture is the target architecture in R17 WI, in which satellites are PHY repeater without protocol stack processing capability on board.
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Figure 1: Networking-RAN architecture with transparent satellite

The detailed introduction is as described in TR 38.821 below:

The satellite payload implements frequency conversion and a Radio Frequency amplifier in both up link and down link direction. It corresponds to an analogue RF repeater. 

Hence the satellite repeats the NR-Uu radio interface from the feeder link (between the NTN gateway and the satellite) to the service link (between the satellite and the UE) and vice versa.

The Satellite Radio Interface (SRI) on the feeder link is the NR-Uu. In other words, the satellite does not terminate NR-Uu.

The NTN GW supports all necessary functions to forward the signal of NR-Uu interface.

Different transparent satellites may be connected to the same gNB on the ground.

2.2 Main challenges for each scenario
The following three scenarios are our targets in this WI:

Table 2: Reference scenarios

	
	Transparent satellite
	Regenerative satellite

	GEO based non-terrestrial access network
	Scenario A
	Scenario B

	LEO based non-terrestrial access network:

steerable beams
	Scenario C1
	Scenario D1

	LEO based non-terrestrial access network:

the beams move with the satellite
	Scenario C2
	Scenario D2


Scenario A:
The three noteworthy features of GEO satellite include:

1. Extraordinary high altitude: 35786 km (RTT: 541.46 ms)
2. Max beam foot print size: 3500km;
3. Both satellite and footprint are relatively stationary to the ground.

Based on these three features, GEO based non-terrestrial access network seems similar to a terrestrial network, while GEO based non-terrestrial access network has much larger UE-gNB distance and larger cell coverage. 
For user plane, according to the SI outcomes, several RTD related timers and offset values have to be enlarged, and RACH procedure needs to adapt to GEO scenario as well. For control plane, the NR design can be basically reused without much impact. But with quite large potential cell coverage, one issue was mentioned in SA3-LI LS [2] that “Any solution shall support the ability to enforce the use of a Core Network of PLMN in the country where the UE is physically located”, the corresponding UE behaviour may need to be specified in RAN2.

Observation 1: the main challenges to enable NR in GEO scenario is in user plane, e.g. RACH procedure and enlarging RTD related timers and offset values.
Scenario C1:
LEO based non-terrestrial access network with steerable beams means the satellite steers beams towards fixed points on earth using beamforming techniques, which is also called LEO with earth fixed beam. Similar to GEO, it has three features:
1. high altitude: 600-1200 km (RTT: 25.77 ms- 41.77 ms);

2. Max beam foot print size: 1000km;
3. Footprint is relatively stationary to the ground while satellite is moving above the horizon.

As the RTD value in LEO case is still larger than regular terrestrial networks, so the specification impact on RTD related timers and offset values is the same as GEO scenario. But different from GEO case, the RTD value here change along the movement of satellite. Here is an example of this varying RTD below.
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Figure 2a. satellites on horizon
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Figure 2b. satellites on top of ground
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Figure 2c. satellites disapper/feeder link switch
Figure 2 earth fixed cell
Based on the example above, it is clear to illustrate the mechanism of LEO based non-terrestrial access network with steerable beams. The Satellite adjusts its beams to focus on the fixed area on the ground when it moves along the orbit from right to left. When the typical elevation angle is more than a threshold, e.g. 10 degrees, it is available to gNB on ground. And at this time, the distance between UE and satellite is the longest. When it comes to the position on top of ground, the distance between UE and satellite is the shorted, i.e. the pure altitude of satellite. As the satellite continues moving, it becomes far away from UE again. So this varying RTD may have an impact on user plane mechanism.

And in control plane, we also see during the service time by a satellite current network/UE behaviour still apply since the coverage is relatively stable. But one thing is new in this LEO case, i.e. feeder link switch. As the LEO satellites move fast, e.g. 7.5km/s, a gNB on ground needs to switch satellite to forward its radio signal from time to time, as illustrated by figure 2c in which SAT3 replaces SAT1 to serve gNB1.

Observation 2: in earth fixed beam LEO scenario, the main challenges are the same as GEO scenario, but with two new issues to handle, i.e. varying RTD and feeder link switch.

Scenario C2:
LEO based non-terrestrial access network with moving beam means the beams always move synchronously with the satellite, as the beams are always perpendicular to ground. The features of scenario C2 is almost the same with scenario C1 in user plane. In control plane, it has to face frequent cell reselection/TAU for idle UE and frequent handover for connected UE, regardless of UE speed. And several candidate solutions have been captured in TR.
Observation 3: in moving beam LEO scenario, the main challenges are the same as GEO scenario in user plane, but with two new issues to handle in control plane, i.e. frequent cell reselection/TAU and frequent handover.
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Figure 3. moving cell
2.3 Consideration for RAN2 task prioritization
Based on the analysis above, we see some necessary adaption work to enable NR in NTN. These work are fundamental design, which should be considered as first priority. In user plane, basic impacts on RACH/DRX/SR, RTD related timers/offset values, and potential SN extension need to be specified. Regarding control plane, common parts include NTN specific system information, feeder link switch, and ephemeris data related mechanism if UE needs this information to assist RACH or calculate RTD value. With respect to moving cell, how to deal with frequent cell reselection/handover and fixed tracking area are essential. But with fixed cell, only varying RTD needs special handling. With this comparison, from specification perspective, it is much easier to support earth fixed beam scenario. If RAN2 can determine steerable beam satellites will be used in the early future, it would be better to only consider earth fixed beam scenario in R17.
When fundamental designs are finished, some extra optimization can be done, e.g. optimization for uplink scheduling, disabling HARQ, SMTC adaption, and service continuity between TN and NTN.

Besides focusing on satellite scenario, in WI HAPS and ATG are mentioned as well. These can be done as third priority. Another thing about LCS adaption can also be with third priority, since in this WI we assume UE has GNSS capability. So at least UE can provide this information to network, then it is not quite urgent to make network locate UE. 

Proposal 1: RAN2 to consider the tasks with priorities as below.
	1st priority for fundamental design
· Common part:

· MAC (RACH, DRX, Scheduling Request)

· RLC (t-Reassembly, Sequence Numbers extension for GEO (if needed))

· PDCP (SDU discard timer, Sequence Numbers extension for GEO (if needed))

· NTN specific information in SIB

· ephemeris data related enhancements
· Feeder link switch 
· Location based PLMN selection
· Only for moving beam case:

· how to handle frequent cell reselection

· Handover enhancement for moving beam case

· Fixed tracking area
· Only for earth fixed beam case:

· How to handle Varying RTT in both UP and CP

2nd priority for optimization:
· MAC (Enhancement on UL scheduling, HARQ)

· SMTC measurement gap adaptation

· Service continuity for mobility from TN to NTN and from NTN to TN systems

3rd priority for other scenarios and services:
· Identify potential issues associated to the use of the existing Location Services (LCS) application protocols

· Verify the applicability of existing Rel-16 ANR techniques to solve PCI confusion in order to support co-channel operation between HAPS & terrestrial networks

· HAPS/ATG enhancements


3 Conclusion

In this contribution, we analyse the main challenges for each scenario and have the following observations:

Observation 1: the main challenges to enable NR in GEO scenario is in user plane, e.g. RACH procedure and enlarging RTD related timers and offset values.
Observation 2: in earth fixed beam LEO scenario, the main challenges are the same as GEO scenario, but with two new issues to handle, i.e. varying RTD and feeder link switch.

Observation 3: in moving beam LEO scenario, the main challenges are the same as GEO scenario in user plane, but with two new issues to handle in control plane, i.e. frequent cell reselection/TAU and frequent handover.
And we propose:

Proposal 1: RAN2 to consider the work plan with priorities as below.
	1st priority for fundamental design
· Common part:

· MAC (RACH, DRX, Scheduling Request)

· RLC (t-Reassembly, Sequence Numbers extension for GEO (if needed))

· PDCP (SDU discard timer, Sequence Numbers extension for GEO (if needed))

· NTN specific information in SIB

· ephemeris data related enhancements

· Feeder link switch 
· Location based PLMN selection
· Only for moving beam case:

· how to handle frequent cell reselection

· Handover enhancement for moving beam case

· Fixed tracking area
· Only for earth fixed beam case:

· How to handle Varying RTT in both UP and CP

2nd priority for optimization:
· MAC (Enhancement on UL scheduling, HARQ)

· SMTC measurement gap adaptation

· Service continuity for mobility from TN to NTN and from NTN to TN systems

3rd priority for other scenarios and services:
· Identify potential issues associated to the use of the existing Location Services (LCS) application protocols

· Verify the applicability of existing Rel-16 ANR techniques to solve PCI confusion in order to support co-channel operation between HAPS & terrestrial networks

· HAPS/ATG enhancements
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