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In RAN#86 meeting, a new WID on NR Multicast and Broadcast Services [1] had been agreed. For RRC connected UE, the related objectives as following: 
· Specify RAN basic functions for broadcast/multicast for UEs in RRC_CONNECTED state [RAN1, RAN2, RAN3]:
· Specify a group scheduling mechanism to allow UEs to receive Broadcast/Multicast service [RAN1, RAN2]
· This objective includes specifying necessary enhancements that are required to enable simultaneous operation with unicast reception.
· Specify support for dynamic change of Broadcast/Multicast service delivery between multicast (PTM) and unicast (PTP) with service continuity for a given UE [RAN2, RAN3]
· Specify support for basic mobility with service continuity [RAN2, RAN3]
· Assuming that the necessary coordination function (like functions hosted by MCE, if any) resides in the gNB-CU, specify required changes on the RAN architecture and interfaces, considering the results of the SA2 SI on Broadcast/Multicast (SP-190625) [RAN3]
· Specify required changes to improve reliability of Broadcast/Multicast service, e.g. by UL feedback. The level of reliability should be based on the requirements of the application/service provided.[RAN1, RAN2]
· Study the support for dynamic control of the Broadcast/Multicast transmission area within one gNB-DU and specify what is needed to enable it, if anything [RAN2, RAN3]
In this contribution, we will discuss the issues on dynamic PTM PTP switch for RRC connected UE and give our proposals.
Discussion
Scenario for dynamic PTM PTP switch
SA2 has studied how to support general multicast and broadcast communication services via 5GS and the related solutions are captured in TR 23.757 v040. In order to deliver MBS traffic from a single data source (e.g. Application Service Provider) to multiple UEs, SA2 provides two delivery methods as below. For 5GC Individual MBS traffic delivery method, CN will duplicate MBS data packets received from the single data source and provide the RAN with multiple copies of the same MBS service via unicast tunnel, respectively (i.e. one tunnel per UE). For 5GC shared MBS traffic delivery method, CN will directly deliver the MBS data packets to RAN via a shared tunnel (i.e. one tunnel for multiple UE).
 -	5GC Individual MBS traffic delivery method: 5G CN receives a single copy of MBS data packets and delivers separate copies of those MBS data packets to individual UEs via per-UE PDU sessions.
-	5GC Shared MBS traffic delivery method: 5G CN receives a single copy of MBS data packets and delivers a single copy of those MBS packets to a RAN node, which then delivers them to one or multiple UEs.
Observation 1: An MBS service can be provided to the gNB via a shared tunnel or a unicast tunnel (i.e. per UE).
Based on the latest TR 23.757 v040, there also exists two delivery methods from the viewpoint of RAN as following. For Point-to-Multipoint (PTM) delivery, RAN can deliver a copy of MBS data packet to a set of UEs via a shared radio bearer, which can be called MRB (i.e. Multicast Radio Bearer). For Point-to-Point (PTP) delivery method, RAN can deliver separate copies of MBS data packet to individual UEs via a separate radio bearer (i.e. DRB).
-	Point-to-Point (PTP) delivery method: a RAN node delivers separate copies of MBS data packet over radio to individual UE.
-	Point-to-Multipoint (PTM) delivery method: a RAN node delivers a single copy of MBS data packets over radio to a set of UEs.
In the TR 23.757 v040, it is stated that for 5GC shared MBS traffic delivery the RAN node either delivers a single copy of MBS data packets over radio to a set of UEs or delivers separate copies of MBS data packets over radio to individual UEs, which means that the RAN also has duplication function. Theoretically, for 5GC Individual MBS traffic delivery method, it is feasible that RAN duplicates the MBS data received from CN and delivers a single copy of MBS data packets to a set of UEs via MRB or delivers separate copies of MBS data packets to individual UEs via DRB.
Observation 2: It is feasible that the gNB can decide to use DRB or MRB when an MBS service is provided to the gNB via a shared tunnel or a unicast tunnel.
Based on the above observations, there are three cases for MBS provisioning in RAN.
Case 1: CN-RAN unicast and RAN multicast (e.g. MRB)
Case 2: CN-RAN multicast and RAN unicast (e.g. DRB)
Case 3: CN-RAN multicast and RAN multicast (e.g. MRB)
For case 1, RAN can duplicate the MBS data packets received from CN via a unicast tunnel and provide them to multiple UEs, which reduce the resource overhead (e.g. caused by establishing a shared tunnel). For case 2, RAN can duplicate the MBS data packets received from CN via a shared tunnel and provide to UE via dedicated radio bearer to satisfy the reliability of data receiving at UE side. For case 3, RAN can provide the MBS data packets received via common scheduling method to reduce radio resource overhead. All above three cases have their advantages in terms of optimizing resource utilization, it is worth to discuss which of the following cases are supported or if all of them can be supported. 

Proposal 1: RAN2 is kindly requested to discuss which of the following cases are supported for MBS provisioning in the RAN:
· Case 1: CN-RAN unicast and RAN multicast (e.g. MRB)
· Case 2: CN-RAN multicast and RAN unicast (e.g. DRB)
· Case 3: CN-RAN multicast and RAN multicast (e.g. MRB)

Based on the scope of MBS WID, RAN2 needs to specify the support for dynamic change of Broadcast/Multicast service delivery between multicast (PTM) and unicast (PTP) with service continuity for a given UE. Considering that there are three cases for MBS provision as listed in Propose 1, dynamic PTP PTM switching can occur between any two cases. In addition, the UE can receive MBS service via legacy method (i.e. via PDU session), which result in more switching cases. The following Fig.1 shows all the switching cases. Next, we will give the possible use cases.
· Scenario 1: Switching between CN unicast+RAN unicast and CN multicast+RAN multicast/unicast
The use case may be: UE1 is receiving the MBS service via PDU session. RAN receives the interest of UEs (e.g. UE2) which indicate that UEs are interested in the same MBS service. Then RAN requests to join the MBS group. After the shared tunnel for the target MBS service is established between RAN and CN, RAN adopts PTP or PTM to provide the MBS service to UEs (e.g. UE2/3).
On the other hand, RAN is receiving MBS data packets of a MBS service via a shared tunnel. When RAN detects that a few UEs (e.g. only one UE1) is receiving the MBS service, RAN request to leave the MBS group and establish a unicast tunnel between RAN and CN for a target UE (e.g. UE1).
· Scenario 2: Switching between CN unicast+RAN multicast and CN multicast+RAN multicast/unicast
The use case may be: UE1 is receiving the MBS service via PDU session. RAN receives the interest of UEs (e.g. UE2) which indicate that UEs are interested in the same MBS service. Then RAN duplicates the MBS packets of the target MBS service received via a unicast tunnel and provides to UEs (e.g. UE2/3) via PTM. When RAN needs to handover the UE (e.g. UE1) to another RAN node, the RAN requests to join the MBS group in order to receive MBS data packets of the MBS service from CN. After the shared tunnel for the target MBS service is established, RAN adopts PTP or PTM to provide the MBS service to UEs (e.g. UE2/3).
· Scenario 3: Switching between CN multicast+RAN multicast and CN multicast+RAN unicast
The use case may be: RAN is receiving MBS data packets of a MBS service via a shared tunnel and provide the MBS data packets to UE via PTP. When RAN detects that a larger number of UEs become interested in receiving the target MBS service, RAN decides to deliver MBS data packets via PTM to UEs. When RAN detects that only a few of UEs is interested in receiving the target MBS service, RAN decides to deliver MBS data packets via PTP to UEs.
For scenario 1 and 2, RAN needs to interact with CN and triggers the switching of CN transmission mode. For scenario 3, RAN can decides PTM/PTP switching (e.g. based on the interest of UEs) without impacting CN, which is easier to realize.

Figure 1: Switching between unicast and multicast
Proposal 2: RAN2 is kindly requested to discuss which of the following cases are supported for the switching between unicast and multicast:
· Case 1: switching between CN unicast+RAN unicast/multicast and CN multicast+RAN multicast/unicast (i.e. whether the RAN can trigger the switching of the CN transmission mode.)
· Case 2: switching between CN multicast+RAN unicast and CN multicast+RAN multicast
Radio bearer for MBS reception 
For Point-to-Point (PTP) delivery method, RAN node delivers separate copies of MBS data packet over radio to individual UEs, which can be realized by dedicated scheduling (e.g. legacy DRB via C-RNTI).
For Point-to-Multipoint (PTM) delivery method, RAN node delivers a single copy of MBS data packets over radio to a set of UEs, which can be realized by common scheduling (e.g. LTE MRB via MBS RNTI).
The split bearer can also be used for MBS reception. For MBS reception via split bearer, MBS data transmission over one leg is performed by dedicated scheduling (e.g. legacy DRB via C-RNTI) and MBS data transmission over another leg is performed by common scheduling (e.g. LTE MRB via MBS RNTI).
The split bearer is beneficial for flexible dynamic PTM/PTP switching. However, for MBS reception via PDCP split bearer, Two LCIDs shall be allocated for one MBS service. If the UE is a switch UE (e.g. UE operating in industrial environment), this method may result in resource shortage of LCID. MBS reception via MRB and MBS reception via DRB can solve the possible resource shortage of LCID. However, the dynamic PTP/PTM is a little more complicated than MBS reception via split bearer, especially for in-order reception of MBS data packets. RAN can discuss which radio bears is supported for the MBS reception or if all of them can be supported for MBS reception.
Proposal 3: RAN2 is kindly requested to discuss which of the following radio bears is(are) supported for the MBS reception.
· Type 1: MRB (i.e. only via MBS RNTI)
· Type 2: DRB (i.e. only via C-RNTI)
· Type 3: PDCP split MRB (i.e. one leg via unicast and one leg via multicast) 
In NR, in order to support the QoS reflective mechanism at CN level and RAN level, SDAP header can be configured for a radio bearer. As MBS service is downlink-only service flow, there is no need to configure the SADP header for MBS service.
Proposal 4: The SDAP header is not configured for the MBS session.
In LTE MBMS, the PDCP layer is not used for MBMS data receiving. The content security protection of MBS service is done by upper layers (e.g. Application layer). According to the description of TR 23.757, UE can get application layer security information for receiving the multicast service data from the Content Provider, thus it is no need to support security protection of MBS service at RAN level.
Observation 3: The PDCP security function is not needed as the MBS packet can be protected by the upper layer (e.g. Application layer), as LTE.
In LTE MBMS, ROHC for MBMS is supported by upper layers (outside of Access Stratum) and only for Mission Critical services. As there is no new motivation for performing ROHC in the RAN, the design principle of LTE can be reused in NR MBS.
Observation 4: The ROHC at PDCP layer is not needed as the MBS packet can be compressed by the upper layer (e.g. CN), as LTE.
Except for security handling and ROHC function, PDCP layer can perform reordering function and duplication detection in NR. For MBS reception, duplicated packets may be received at UE side due to transmission mode switching. However, the PDCP layer is probably not needed for MBS service because the duplication detection can be performed by upper layer as LTE MBMS. On another hand, as the reordering function of RLC layer has been removed, there is a need to configure PDCP entity for MBS reception if MBS service with in-order deliver requirement. Based on the above analysis, it is suggested to discuss whether the PDCP entity is configurable for MBS reception.
Proposal 5: RAN2 is kindly request to discuss whether the PDCP entity is configurable for MRB or DRB.
In LTE, RLC UM mode is used for MBS reception. Similarly, RLC UM mode can also be used for NR MBS reception. Besides, one objective in the scope of NR MBS is that “Specify required changes to improve reliability of Broadcast/Multicast service, e.g. by UL feedback. The level of reliability should be based on the requirements of the application/service provided [RAN1, RAN2]”. Considering HARQ feedback can be introduced to improve the reliability of MBS data reception and retransmission at RLC layer may not be needed, it is fine to support RLC UM for MBS reception. 
Proposal 6: For MRB or the multicast leg of the split MRB, the RLC UM is supported.
Decision for PTM and PTP mode switch 
In LTE MBMS, the Counting Procedure is used to determine if there are sufficient UEs interested in receiving a service. This procedure is initiated by the network. Initiation of the Counting Procedure results in a request to each eNB involved in the providing MBSFN area to send a Counting Request (the Counting Request is included in the directly extended MCCH message), which contains a list of TMGI's requiring UE feedback. The connected mode UEs which are receiving or interested in the indicated services will respond with a RRC Counting Response message, which includes short MBMS service identities (unique within the MBSFN service area) and may optionally include the information to identify the MBSFN Area. Based on the counting result, the operator to choose between enabling or disabling MBSFN transmission for the MBMS service.

Fig 3. Counting mechanism in LTE MBMS
Based on the previous analysis, for 5GC Shared MBS traffic delivery method, dynamic PTM/PTP switching can be decided by RAN without impacting CN. One possible factor for triggering PTM/PTP switching is the number of UEs interested in receiving a MBS service. Similar with LTE, gNB can enquire the UE interests of specific MBS service(s) and trigger PTP/PTM switching. However, whether gNB needs to enquire the UE interests of specific MBS service(s) or not depends on the providing method of MBS configuration information (e.g. scheduling information) for MBS reception. If the MBS configuration information is always provided via dedicated way, the NW can know the number of connected UEs interested in a MBS service. However, if the MBS configuration information can be provided via broadcast way, the NW cannot know the number of connected UEs interested in a MBS service. Thus, RAN2 can discuss if it is possible that gNB can enquire the UE interests of specific MBS service(s). In addition, if gNB can enquire the UE interests of specific MBS service(s), how the gNB can enquire the UE interests of specific MBS service(s) is also needed to discuss.
Proposal 7: RAN2 is kindly requested to discuss whether/how the gNB can enquire the UE interests of specific MBS service(s).
Lossless switching and in-order delivery
For a give UE, when PTP/ PTM switching occurs, some MBS packets may not be received at UE side. As shown in the following Fig.2, when UE1 switches from PTP reception to PTM reception, some MBS packets will not be received at UE side because the PTM transmission is faster than PTP transmission. 
For a give UE, when PTP/ PTM switching occurs, UE may receive the MBS data packets which are out of order. For example, when UE1 switches from PTM reception to PTP reception, the MBS data packets via PTP delivery may be arrived at UE side before the MBS data packets via PTM delivery, which may result in out of order delivery to upper layer.
[bookmark: _GoBack]For mobility scenario, the data loss and out of order delivery can also occur. RAN2 is kindly requested to discuss whether to support lossless switching and in-order delivery when the MBS service is switched between PTM and PTP.

Fig.2 Data loss scenario when PTP/PTM switching ocurrs
Proposal 8: RAN2 is kindly requested to discuss whether to support lossless switching and in-order delivery when the MBS service is switched between PTM and PTP.
Conclusions
Based on the analysis given above, we have the following proposals:
Observation 1: An MBS service can be provided to the gNB via a shared tunnel or a unicast tunnel (i.e. per UE).
Observation 2: It is feasible that the gNB can decide to use DRB or MRB when an MBS service is provided to the gNB via a shared tunnel or a unicast tunnel.
Observation 3: The PDCP security function is not needed as the MBS packet can be protected by the upper layer (e.g. Application layer), as LTE.
Observation 4: The ROHC at PDCP layer is not needed as the MBS packet can be compressed by the upper layer (e.g. CN), as LTE.
Proposal 1: RAN2 is kindly requested to discuss which of the following cases are supported for MBS provisioning in the RAN:
· Case 1: CN-RAN unicast and RAN multicast (e.g. MRB)
· Case 2: CN-RAN multicast and RAN unicast (e.g. DRB)
· Case 3: CN-RAN multicast and RAN multicast (e.g. MRB)
Proposal 2: RAN2 is kindly requested to discuss which of the following cases are supported for the switching between unicast and multicast:
· Case 1: Switching between CN unicast+RAN unicast/multicast and CN multicast+RAN multicast/unicast (i.e. whether the RAN can trigger the switching of the CN transmission mode.)
· Case 2: Switching between CN multicast+RAN unicast and CN multicast+RAN multicast
Proposal 3: RAN2 is kindly requested to discuss which of the following radio bears is(are) supported for the MBS reception.
· Type 1: MRB (i.e. only via MBS RNTI)
· Type 2: DRB (i.e. only via C-RNTI)
· Type 3: PDCP split MRB (i.e. one leg via unicast and one leg via multicast) 
Proposal 4: The SDAP header is not configured for the MBS session.
Proposal 5: RAN2 is kindly request to discuss whether the PDCP entity is configurable for MRB or DRB.
Proposal 6: For MRB or the multicast leg of the split MRB, the RLC UM is supported.
Proposal 7: RAN2 is kindly requested to discuss whether/how the gNB can enquire the UE interests of specific MBS service(s).
Proposal 8: RAN2 is kindly requested to discuss whether to support lossless switching and in-order delivery when the MBS service is switched between PTM and PTP.
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