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Introduction
The new WID of NR Industrial Internet of Things (IoT) and URLLC support was approved in RAN#86 and revised in RAN#88e [1]. In which, the following objective is included:
	...
4.	Enhancements for support of time synchronization:
a. RAN impacts of SA2 work on uplink time synchronization for TSN, if any. [RAN2]
b. Propagation delay compensation enhancements (including mobility issues, if any). [RAN2, RAN1, RAN3, RAN4]


[bookmark: OLE_LINK7]In this contribution, we will mainly discuss the potential RAN2 impacts of uplink time synchronization and possible enhancements on propagation delay compensation. Then we’ll give our proposals.
Discussion
Uplink Time Synchronization
1.1.1 R16 requirements for Time Synchronization
Clock synchronicity, or time synchronization precision, is defined between a sync master and a sync device. In R16, the original time synchronicity requirements for Time Sensitive Networking (TSN) can be found in 5.6.2-1 in [2] as following: 
Table 5.6.2-1: Clock synchronization service performance requirements for the 5G System
	User-specific clock synchronicity accuracy level 
	Number of devices in one Communication group for clock synchronisation
	5GS synchronicity budget requirement 
(note)
	Service area 
	Scenario

	1
	Up to 300 UEs
	≤900 ns 
	≤ 100 m x 100 m
	· Motion control
· Control-to-control communication for industrial controller

	2
	Up to 10 UEs
	< 10 µs
	≤ 2500 m2
	· High data rate video streaming

	3
	Up to 100 UEs
	<1 µs
	< 20 km2
	· Smart Grid: synchronicity between PMUs

	NOTE:	The clock synchronicity requirement refers to the clock synchronicity budget for the 5G system, as described in Clause 5.6.1.


Such clock synchronicity requirements refers to the clock synchronicity budget for the 5G system. Briefly in R16, the synchronicity budget for the 5G system are mentioned as following in [2]:
	The synchronicity budget for the 5G system within the global time domain shall not exceed 900 ns.
NOTE 2:	The global time domain requires in general a precision of 1 µs between the sync master and any device of the clock domain. Some use cases require only a precision of ≤ 100 µs for the global time domain if a working clock domain with precision of ≤ 1 µs is available.
NOTE 3:	(void)
The synchronicity budget for the 5G system within a working clock domain shall not exceed 900 ns. 
NOTE 4:	 The working clock domains require a precision of ≤ 1 µs between the sync master and any device of the clock domain.
NOTE 5:	Different working clock domains are independent and can have different precision.
……


Moreover, the requirement on the synchronicity budget for the 5G system is the time error contribution between ingress and egress of the 5G system on the path of clock synchronization messages. Such budget can be contributed by the following parts [5]:
· The achievable time synchronization accuracy over Uu interface between a gNB and a single UE can be maximum 540ns for 15kHz SCS (with necessary propagation delay compensation), the higher the SCS, the better the accuracy;
· In most cases, e.g., local on-site TSN GM clock or local on-site GNSS receiver as TSN GM clock, the maximum absolute time error between the TSN GM clock and gNB can be negligible or with absolute value of 100ns, both positive 100ns and negative 100ns values are possible;
· The latency introduced by network interfaces, e.g., with consideration on the backhaul type and network architecture, cannot be negligible in some cases, e.g. when an operator wants to replace an existing wired TSN network with a full "in-building wireless solution" or when utilising wide area network deployment. The budget for network interface accuracy is 100ns.
 
1.1.2 R17 requirements and solutions
[bookmark: _GoBack]In R17 [3], there are additional requirements on synchronicity budget for the 5G system as following highlight yellow texts:
	The synchronicity budget for the 5G system within the global time domain shall not exceed 900 ns.
NOTE 2:	The global time domain requires in general a precision of 1 µs between the sync master and any device of the clock domain. Some use cases require only a precision of ≤ 100 µs for the global time domain if a working clock domain with precision of ≤ 1 µs is available.
NOTE 3:	(void)
The synchronicity budget for the 5G system within a working clock domain shall not exceed 900 ns. 
NOTE 4:	 The working clock domains require a precision of ≤ 1 µs between the sync master and any device of the clock domain.
NOTE 5:	Different working clock domains are independent and can have different precision.
NOTE 6:	The synchronicity budget for the 5G system is also applicable when the flow of clock synchronization messages traverses the air interface twice.
……
The 5G system shall be able to support arbitrary placement of sync master functionality and sync device functionality in integrated 5G / non-3GPP TSN networks.
The 5G system shall be able to support clock synchronization through the 5G network if the sync master and the sync devices are served by different UEs. (Flow of clock synchronization messages is in either direction, UL and DL.)
……


Based on the above R17, SA2 [4] has introduced the key issue of uplink time synchronization with the following areas:
	Support for Time Synchronization with one or more TSN GM(s) in the TSN network attached to the device:
a) Synchronizing TSN end stations behind 5G System (NW-TT) with the TSN GM in the network attached to the device.
b) Synchronizing TSN end stations behind other UE(s) with the TSN GM in the network attached to the device side via 5G System.


Observation 1: In R16, 5GS time synchronization is a unidirectional synchronization from 5GS to UE, and the synchronization budget is 900ns. However, in Rel-17, 5GS needs to support the uplink time synchronization of TSN. Such time synchronization can be divided into unidirectional synchronization in Fig. 1 and bidirectional synchronization Fig. 2.

In the Fig.1, TSN GM is at DS-TT/UE-1 side, while TSN end station is at NW-TT side. In this way, the clock synchronization message is transmitted in the PDU session from DS-TT/UE-1 for UL stream, and arrives at UPF through NG-RAN. We understand this is a unidirectional synchronization and only uplink clock synchronization message is transmitted. 
[image: 图片3]
Figure 1: The unidirectional UL Time synchronization
In the Fig.2, TSN GM is at DS-TT/UE-1 side, while TSN end station is at another DS-TT/UE-2 side. In this way, the clock synchronization message is transmitted in the PDU session for DS-TT/UE-1 for UL stream, and arrives at UPF through NG-RAN. Then the downlink transmission starts at UPF in the PDU session for DS-TT/UE-2 for DL stream and arrives at DS-TT/UE-2 and TSN end station through NG-RAN. In this process, the uplink transmission and downlink transmission of clock synchronization message can be regarded as traversing the air interface twice through 5GS. 

[image: 图片4]
Figure 2: The bidirectional UL Time synchronization
Although the time synchronization of TSN network is carried by the user interface with TSN clock information, it does not affect the RAN standard, but it depends on the synchronization accuracy of 5GS. Because the transmission delay in 5GS needs to be known when TSN clock information is transmitted in 5GS. The transmission delay is obtained by adding time stamp in DS-TT and / or NW-TT (e.g. in 5GS-ingress and 5GS-egress) based on the synchronization accuracy of 5GS, so the synchronization accuracy of TSN clock is affected by the synchronization accuracy of 5GS.
According to the requirement that the synchronicity budget for the 5G system within the global time domain should not exceed 900ns and the fact that clock synchronization message traverses the air interface twice through 5GS for the case in Figure 2, it can be understood that the requirement of unidirectional accuracy should be changed to 450ns in this case. In other words, in Rel-17, in order to still fulfill the time precision of 1µs between the sync master and any device of the clock domain, the synchronicity budget for the 5G system within the global time domain may need to be further restricted, e.g., not exceed 450 ns.
[bookmark: OLE_LINK4]Observation 2: In R17, the clock synchronization of TSC communication between UE-UE of the same UPF is bidirectional synchronization, and the synchronization budget of unidirectional synchronization would be 450ns.
When the unidirectional time accuracy is further restricted to 450ns and with reference to the previous analysis on the time error contribution between ingress and egress of the 5G system on the path of clock synchronization messages, the time accuracy of Uu interface needs to be less than 250ns with assumption that both time error between the TSN GM clock and gNB and the latency introduced by network interfaces are still 100ns respectively. 
Proposal 1: For the case of Synchronizing TSN end stations behind other UE(s) with the TSN GM in the network attached to the device side via 5G System, RAN2 understand the time accuracy of Uu interface should not be more than 250ns.
It can be seen the decisive factor of time budget is the synchronization accuracy of Uu interface, which may involve the demodulation ability of gNB and is related to SCS. As pointed out previously, with necessary propagation delay compensation, the achievable time synchronization accuracy over Uu interface between a gNB and a single UE can be maximum 540ns for 15kHz SCS and the synchronization accuracy would be improved when using higher SCS. Per our roughly evaluation, 15kHz SCS and 30kHz SCS would be the most difficult cases for further improving the synchronization accuracy of Uu interface. Anyway, this need to be discussed and decided by RAN1. Therefore, we suggest to notify RAN1 about this requirement for increased synchronization accuracy of Uu interface, e.g., 250ns and suggest RAN1 to study whether this can be achieved with all the SCSs.
Proposal 2: It’s suggested to inform RAN1 about this increased synchronization accuracy of Uu interface, e.g., 250ns and suggest RAN1 to study whether this can be achieved with all the SCSs.
[bookmark: OLE_LINK6]Moreover, in SA2 solution for the key issue of uplink time synchronization, there is another requirement that for the UE-to-UE sync frame delivery path, the associated two PDU sessions should satisfy the requirements that 5GS TSN Bridge residence time should be less than 10ms. In order to follow the recommendation to limit the bridge residence time to 10 ms, as defined in IEEE 802.1AS, UL PDB for the QoS flow of PDU session for UE may also need to be restricted (similar to bidirectional synchronization of 5GS clock), e.g., no more than 5ms. 
In order to fulfill this more restricted bridge residence time, it may be needed to set a smaller PDB or establish a higher priority QoS flow for the service. This can be performed by core network specification or implementation. However, as it’s not all the services have such UE-to-UE sync frame delivery, one thing may need to be specified is that how the core network can identify the existence of such bidirectional synchronization TSC communication service and whether there have any impacts on RAN.
Proposal 3: It’s suggested to send LS to SA2 to trigger discussion on whether core network needs to identify the existence of bidirectional synchronization TSC communication service.
[bookmark: OLE_LINK14][bookmark: OLE_LINK44]Propagation delay compensation enhancements
In [5], there is the following evaluation about propagation delay compensation:
· If a UE was to apply propagation delay compensation, a gNB-to-UE synchronization accuracy of 470ns to 540ns (from a total of 4 sources) for 15kHz SCS can be achieved independently of the ISD. The synchronization accuracy with propagation delay compensation improves for higher SCS (i.e. the higher the SCS, the better the accuracy).
· For small service areas with dense small cell deployments a propagation delay compensation by the UE is not required. The propagation delay compensation needs to be applied by the TSN UEs for larger service areas with more sparse cell deployments (inter-site distances >200m to achieve a synchronization accuracy better than 1us).
During R16 RAN2 discussion for propagation delay compensation (PDC), some suggestions as following were once very close to be agreed but finally not [6]:
	R2 assume that UE may perform propagation delay compensation.
We don’t specify how the UE perform propagation delay compensation.
For unicast and broadcast, the network can indicate to the UE to not do delay compensation.


Moreover, based on the following final agreements, we can understand that in R16, the reference time provided by the network would not be compensated. There also had no any specific requirement for the UE to mandatorily perform propagation delay compensation, all the things can be left to UE implementation [7]:
	Capture for the reference time information in 38.331 that“The indicated time is referenced at the network, i.e., without compensating for RF propagation delay.”
In Rel-16, propagation delay compensation may be done by UE implementation.
Do not capture propagation delay compensation aspect in stage-2 specifications.


As we think the above previous discussion is still valuable and may be the materials that are the most likely to be standardized, these can be as start points for further discussion in R17, e.g., whether PDC is needed? Which side can perform PDC, UE or gNB or both?
In RAN2#108, RAN1 has sent LS [8] to RAN2 to indicate that “the propagation delay between gNB and UE is assumed to be approximately half of the indicated timing advance (i.e. NTA×Tc/2, and not to include NTA_offset) for both TDD and FDD.” gNB obtains the updated TA information by measuring the time of the UE uplink signals (including SRS, CQI, HARQ and PUSCH data). 

In NR, TA granularity is decided by SCS, e.g. one TA unit =


Here, ,  Hz and ,

Therefore, one TA unit =.

With /2 is used for the propagation delay compensation, there have the understanding that only when the propagation delay is larger than or equal to the TA granularity, the propagation delay compensation will have positive gains. The relationship between SCS, TA Granularity and the least distance that needs PDC are shown in the following table.
Table 1
	

	

	TA Granularity
	The least distance that needs propagation delay compensation

	0
	15
	520ns
	156m

	1
	30
	260ns
	78m

	2
	60
	130ns
	39m

	3
	120
	65ns
	19.5m

	4
	240
	32.5ns
	9.75m


During the R16 discussion, there has common understanding that the PDC needs to be applied by the TSN UEs for larger service areas with more sparse cell deployments as for inter-site distances >200m. For small service areas with dense small cell deployments a PDC by the UE would not be required.
Proposal 4: PDC can be performed conditionally, e.g., according to the UE-gNB distance. 
Proposal 4a: It’s suggested to introduce an enable/disable indication in SIB in order to explicitly disable PDC for the small cell deployment scenario.
For the case that needs PDC, some companies think gNB may be more suitable to perform PDC as gNB may have more accuracy TA. However, it’s obviously infeasible for the gNB to perform PDC for the UE in IDLE, e.g., the reference time information in SIB cannot be compensated as gNB cannot set compensation which is suitable for all the UEs. Therefore, UE is still needed to support PDC and can apply this when necessary.
Observation 3: It’s obviously infeasible for the gNB to perform PDC on the reference time information broadcasted in SIB.

Proposal 5: UE needs to support performing propagation delay compensation with/2 and can apply this when necessary.
There exists the case that the valid TA may not be available for idle mode UE when receiving time info. Considering that the accurate time delivery from gNB to UE is mainly used to synchronize the timing between UE and gNB for time sensitive communication and the time sensitive communication usually be performed in connected mode, we think this is not big issue. If valid TA is not available for UE when receiving time info, UE can store the time info and start a slave clock, or UE can update the time clock based on the time info. Once valid TA is obtained, UE can apply the propagation delay compensation based on the obtained TA. That means the time info receiving and propagation delay compensation can be performed in different opportunities.
Proposal 5a: UE in idle mode can apply the propagation delay compensation till valid TA is available. Whether the TA is valid is left to UE implementation
For unicast case, the reference time can be carried by DLInformationTransfer message and sent to a certain UE. As both of the UE and gNB have valid TA, both UE and gNB are able to use TA value for PDC. 
Moreover, for UE in connected mode, the TA accuracy also may be deteriorated. The gNB measures the time of the UE uplink signals (including SRS, CQI, HARQ and PUSCH data) and can know whether it needs to update the TA. If the PDC is performed by UE, the gNB may need to provide updated TA when it necessary or may need to send the updated TA at the same time when the reference time is sent via unicast. On the contrary, if the PDC is performed by gNB, gNB only needs to send the reference time that has been compensated with propagation delay and don’t need to frequently update UE’s TA. 
Observation 4: For unicast, it’s simpler for the gNB to perform PDC and requires less resources.

Based on the above observations, it’s suggested that gNB also supports performing propagation delay compensation with/2 and can apply this when necessary, e.g., for the UE in connected mode. Moreover, before the gNB can apply PDC for UE in connected mode, UE needs to report its related UE capability to the gNB.

Proposal 6: The gNB also needs to support performing propagation delay compensation with/2 and can apply this when necessary.
Proposal 6a: It’s suggested to introduce an indication for indicating whether the gNB performs propagation delay compensation, e.g., if such indication set to TRUE, the UE would not perform propagation delay compensation, otherwise, the UE would perform propagation delay compensation by itself when it necessary.
Proposal 6b: UE needs to report its capability to gNB on whether it can support propagation delay compensation.  

For UE in connected mode, if network indicates that it doesn’t perform propagation delay compensation, the UE needs to perform propagation delay compensation by itself when necessary. In this case, the UE needs a valid TA with enough accuracy. 

[bookmark: OLE_LINK3][bookmark: OLE_LINK5]As mentioned above, based on the current specifications, the gNB can decide whether to update TA based on measurements for the UE uplink signals. As long as the signals fall within the CP range, the gNB can correctly receive the uplink data sent by UE. For example, for SCS = 15KHz, short CP duration = 4.69 ms, long CP duration = 5.21 ms. In other words, when the SCS is 15 kHz, the tolerable TA estimation error is about 10 TA granularity. However, for TSN service, we have the requirement of 1us accurate reference timing and timing synchronization error between a gNB and a UE no worse than 540ns, the above trigger for TA update (when it exceeds the tolarable TA estimation error) may cause large TA estimation error. Such large TA estimation error may cause PDC is infeasible and further cause 1us accurate reference timing cannot be fulfilled. Simply to say, for TSN, only TA estimation error less than 540ns can be acceptable. 

Observation 5: Based on the current specifications, the tolerable TA estimation error is about 10 TA granularity. But for TSN, only TA estimation error less than 540ns can be acceptable.







Based on the above analysis, for TSN, the new trigger for TA update would be needed, e.g., when TA estimation error is more than 540ns, TA update can be triggered. As TA estimation error is with unit of TA granularity and TA granularity corresponds to SCS, it’s more suitable to define the new trigger for TA update according to SCS, e.g., for any SCS, if the TA estimation error exceeds several TA granularity, TA update would be triggered, here the number of TA granularity can be. For example, for SCS 15KHz, the tolerable TA estimation error is 1 TA granularity (= 1 and * 520ns = 520ns), for SCS 30KHz, the tolerable TA estimation error would be 2 TA granularity (= 2 and * 260ns = 520ns), for SCS 60KHz, the tolerable TA estimation error would be 4 TA granularity (= 4 and * 130ns = 520ns), and so on.
Moreover, for the SCS larger than 60KHz, the TA estimation would be accurate enough and it’s impossible to occur too large TA estimation error. Therefore, one option is not to apply this new trigger for the SCS above 60KHz, or the other option is to anyway apply such new trigger to all the SCS cases, but we can have the assumption that such new trigger would not be fulfilled for the SCS above 60KHz, e.g., the legacy trigger for TA update would take effect all the time.

Proposal 7: RAN2 needs to discuss whether new trigger for TA update needs to be introduced, e.g., if the TA estimation error exceeds several TA granularity, TA update would be triggered, here the number of TA granularity can be.
Other enhancements
1.1.3 Mobility support for TSN
In R16, companies have suggested to consider supporting mobility for TSN UEs and have some support. The necessary of accurate timing distribution at the moment of handover has been mentioned. 
During the R16 discussion, some companies think the gNBs are synchronized to the same clock and the timing would not be different for gNBs in any reasonable deployment. As mentioned above, the maximum absolute time error between the TSN GM clock and gNB can be with absolute value of 100ns, therefore, in some worse case, the timing difference between different gNBs would be at most 200ns, we think such time difference are not negligble. Therefore, we think this can be further discussed in R17, e.g., to consider whether UE needs to acquire accurate timing of target gNB during handover procedure due to time difference between gNBs.
For mobility of TSN UE in RRC connected state, the accurate reference timing of the target cell should be sent to UE as soon as possible, e.g. during handover procedure. The RRCReconfiguration is the more suitable message to transmit the accurate reference timing of the target cell during handover procedure. Taken into account that dedicatedSystemInformationDelivery IE can be carried over RRCReconfiguration message and currently only SIB6, SIB7, SIB8 are transmitted in dedicatedSystemInformationDelivery IE, it is easy to extend to transmit SIB9 in this dedicatedSystemInformationDelivery IE. 
Proposal 8: It’s suggested that RAN2 discuss whether time difference between gNBs needs to be considered and if yes, whether UE needs to acquire accurate timing of target gNB during handover procedure.
1.1.4 Enhancements on UE request for accurate reference timing
In R16, RAN2 has supported that UE in RRC connected can indicate its interest in reference time information by using UEAssistanceInformation message. According to the specification, UE can only one-shot request the reference time information.
There was also much discussion on the clock drift issue at both the UE and the gNB. Some companies thought clock drift issue at UE side exists. Therefore, accurate reference timing should be delivered periodically to the UE and the periodicity value with which the accurate reference timing is delivered would depend on the UE’s crystal oscillator precision and time drift level. Since the clock drift level may be different for different UEs, it’s hard for network to select a suitable periodicity value for all the UEs. Therefore, it’s suggested that an accurate reference timing delivery periodicity can also be indicated to the eNB via the UEAssistanceInformation message, e.g., together with the accurate reference timing request indication
Due to the lack of time in R16, RAN2 decided not to pursue the above solution in R16 and considered to rely on the implementation of both the UE and the gNB to resolve the clock drift issue. As this issue may cause loosing of time synchronization between UE and gNB and at least for eNB, the implementation solution may be infeasible or not reliable, it’s suggested to further discuss this issue and solution in R17.
Proposal 9: It’s suggested that RAN2 discuss the solution of indicating an accurate reference timing delivery periodicity to the eNB via the UEAssistanceInformation message to completely resolve the clock drift issue.

[bookmark: OLE_LINK1]Conclusions
[bookmark: OLE_LINK11][bookmark: OLE_LINK10]In this contribution, we make the following observations and proposals:
Uplink Time Synchronization: 
Observation 1: In R16, 5GS time synchronization is a unidirectional synchronization from 5GS to UE, and the synchronization budget is 900ns. However, in Rel-17, 5GS needs to support the uplink time synchronization of TSN. Such time synchronization can be divided into unidirectional synchronization in Fig. 1 and bidirectional synchronization Fig. 2.
Observation 2: In R17, the clock synchronization of TSC communication between UE-UE of the same UPF is bidirectional synchronization, and the synchronization budget of unidirectional synchronization would be 450ns.

Proposal 1: For the case of Synchronizing TSN end stations behind other UE(s) with the TSN GM in the network attached to the device side via 5G System, RAN2 understand the time accuracy of Uu interface should not be more than 250ns.
Proposal 2: It’s suggested to inform RAN1 about this increased synchronization accuracy of Uu interface, e.g., 250ns and suggest RAN1 to study whether this can be achieved with all the SCSs.
Proposal 3: It’s suggested to send LS to SA2 to trigger discussion on whether core network needs to identify the existence of bidirectional synchronization TSC communication service.
Propagation delay compensation enhancements: 
Observation 3: It’s obviously infeasible for the gNB to perform PDC on the reference time information broadcasted in SIB.
Observation 4: For unicast, it’s simpler for the gNB to perform PDC and requires less resources.

Observation 5: Based on the current specifications, the tolerable TA estimation error is about 10 TA granularity. But for TSN, only TA estimation error less than 540ns can be acceptable.

Proposal 4: PDC can be performed conditionally, e.g., according to the UE-gNB distance. 
Proposal 4a: It’s suggested to introduce an enable/disable indication in SIB in order to explicitly disable PDC for the small cell deployment scenario.

Proposal 5: UE needs to support performing propagation delay compensation with/2 and can apply this when necessary.
Proposal 5a: UE in idle mode can apply the propagation delay compensation till valid TA is available. Whether the TA is valid is left to UE implementation

Proposal 6: The gNB also needs to support performing propagation delay compensation with/2 and can apply this when necessary.
Proposal 6a: It’s suggested to introduce an indication for indicating whether the gNB performs propagation delay compensation, e.g., if such indication set to TRUE, the UE would not perform propagation delay compensation, otherwise, the UE would perform propagation delay compensation by itself when it necessary.
Proposal 6b: UE needs to report its capability to gNB on whether it can support propagation delay compensation.  

Proposal 7: RAN2 needs to discuss whether new trigger for TA update needs to be introduced, e.g., if the TA estimation error exceeds several TA granularity, TA update would be triggered, here the number of TA granularity can be.
Other enhancements: 
Proposal 8: It’s suggested that RAN2 discuss whether time difference between gNBs needs to be considered and if yes, whether UE needs to acquire accurate timing of target gNB during handover procedure.
Proposal 9: It’s suggested that RAN2 discuss the solution of indicating an accurate reference timing delivery periodicity to the eNB via the UEAssistanceInformation message to completely resolve the clock drift issue.
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