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1. Introduction
NR performance attributes of high reliability and low achievable latency enable the support of use-cases with stringent requirements. Time Sensitive Communication (TSC) and Time Sensitive Network (TSN) are of significant focus in IIoT enhancements which were partly completed in Release 16 (mostly pertaining to industrial automation), and the remaining improvements were identified as part of the Release 17 WI [1].  Time synchronization in 5G “time aware” systems can have prime importance due to its utility and applicability to multiple services, including but not limited to VIAPA, smart grids, smart watches etc. where such services can have stringent requirements for clock synchronization (e.g. 1 us for VIAPA as seen in TS22.263 [2]) without relying on full TSN capability. Currently the integration of 5GS is specifically introduced for IEEE TSN networks and relies on the application layer protocol and DS-TT/NW-TT to support the synchronization functionality [3].

This contribution discusses the enhancements under the NR_IIoT WI for the support of time synchronization in Release 17. The issue of propagation delay compensation, and accurate reference time information in mobility scenarios (e.g. during handover) is put forth and the SA2 solution on uplink time synchronization for TSN, as described in TR 23.700-20 [4], is analyzed to identify possible RAN2 impact (if any).
2. Discussion
2.1. [bookmark: _Toc45703063][bookmark: Proposal_Pattern_Length]Propagation delay compensation
The topic of propagation delay compensation was discussed under IIoT WI for Release 16. Based on the email discussion summary from RAN2-109e in R2-2002281 [5], related agreements made are as shown below:
· In Rel-16, propagation delay compensation may be done by UE implementation.
· Do not capture propagation delay compensation aspect in stage-2 specifications.
· Capture for the reference time information in 38.331 that “The indicated time is referenced at the network, i.e., without compensating for RF propagation delay.”
Propagation delay compensation may be applied when the distance between the UE and the gNB is ≥ 200m to achieve a synchronization accuracy better than 1 us [13][14]. This is especially needed in large cell use-cases, discussed in TS 22.104 [6], which are supported in Release 17, for example Smart Grid, tele-surgery, AV Production, etc. It was agreed for Release 16 that propagation delay compensation is not performed by the gNB and may be done by the UE. The details of the method for propagation delay compensation were left up to UE implementation. Timing Advance (TA) can be used to compensate for the timing misalignment between UL transmissions of different UEs due to their respective propagation delays which can vary based on their distances from the gNB. Timing advance updates are signalled by the gNB to the UE to adjust the uplink drift in frame timing relative to the downlink frame timing. As discussed in R2-1901399 [15], in some cases, it may be possible for the network to better estimate and pre-compensate for the propagation delay on a per-UE basis and use the UE-specific signalling to indicate and/or fine tune the indicated time reference. The UE based compensation is dependent on the TA command granularity from the gNB while on the other hand, the gNB is aware of the TA information for all UEs and is therefore not impacted by the TA granularity. Network compensation can hence avoid error components in the propagation delay compensation arising due to DL reference timing error, and TA indication errors etc. In Release 17, we therefore propose that the gNB have the flexibility to perform propagation delay compensation. Similar to Release 16, as in the case of UE compensation, the details of the propagation delay compensation method can be left to the gNB implementation. 
The reference timing, however, becomes inaccurate if both the network and the UE apply the propagation delay compensation, or in other words double compensate. It is therefore imperative to introduce some measure to indicate to the UE when pre-compensation has been applied by the gNB to avoid double compensation of the propagation delay at both the UE and the network side. It was proposed in R2-2001047 [7] that an optional field delayCompensationAllowed may be introduced in the IE ReferenceTimeInfo but it was not agreed and was initially left FFS whether the network can indicate to the UE to not do delay compensation for unicast and broadcast scenarios. This proposition was discussed again in the next meeting but there was no full majority for agreement. For broadcast scenario, individual UEs can perform the propagation delay compensation at the device end and hence there is no need for the network to do the propagation delay compensation. For the unicast case, however, either the gNB or the UE may perform propagation delay compensation, in which case the network can provide RRC signalling for configuration to disable propagation delay compensation at the UE. 
Proposal 1: Propagation delay compensation can be performed at the network side by the gNB in addition to legacy operation i.e. at the UE side. 
Proposal 2:  Network indicates to the UE (e.g. via a unicast RRC signalling) when pre-compensation has been performed by the gNB.
2.2. [bookmark: _Toc45703064]Uplink Time Synchronization
This section discusses RAN impacts (if any) of SA2 work in TR 23.700-20 [4] on uplink time synchronization (key issue # 1) for Time Sensitive Networks, that is, to support time synchronization in the TSN network when one or more TSN GM(s) are attached to the device side and are used to synchronize the TSN end stations behind the 5GS (i.e. NW-TTs) and behind the other UEs (i.e. DS-TTs). 
For successful integration with connected TSN networks, 5GS is required to interwork with gPTP, which is the default time synchronization method for TSN-based industrial automation. To this end, 5GS, as a TSN bridge, acts as a time-aware system to support the forwarding of gPTP time synchronization information between TSN end stations through its user plane resources with minimal impact to 5GS. The proposed SA2 solution has similar operations as those defined for DL TSN time synchronization. The TSN GM(s) attached to the device side generate UL gPTP messages and the DS-TT attached to the UE performs same operations as a NW-TT does in the case of DL gPTP messages defined in 5.27.1.2.2 of TS 23.501 [9]. Uplink gPTP synchronization frames arriving at the DS-TT are stamped with ingress timestamping (TSi) and the modified UL gPTP messages are forwarded by the UE, via the gNB, through the user-plane established between the UE and the target UPF. This gPTP message forwarding is transparent to the gNB. The case of downlink time synchronization (TSN GM is at the network side) is supported in Rel-16 [9] and has no impact identified for UE or gNB. Similarly, there is no identified RAN impacts here for uplink time synchronization. 
The target UPF receives the gPTP messages and forwards them to the NW-TT. The NW-TT then creates egress timestamping (TSe) and adds the residence time spent within the 5G system (difference between TSi and TSe), expressed in TSN GM, to the correction field and forwards the UL gPTP messages to the TSN end stations. Note that the residence time includes the Uu delay which is considered during egress timestamping. The upper bound requirement for the residence time (less than or equal to 10 ms) is specified in IEEE 802.1AS [11] to which all gPTP messages which are transmitted on a QoS flow must comply with. Based on the one-way user plane latency analysis by RAN1 presented in TR 38.825 [14], the following RAN1 conclusions are made:
· For FDD, the 0.5ms one-way latency target can be achieved for both DL and UL for 30kHz (and higher) SCS with Rel-15 NR for single shot transmission.
· For TDD, for 60kHz (and higher) SCS, the 0.5ms one-way latency target can be achieved with the respectively assumed UL/DL configuration for both DL and UL with Rel-15 NR for single-shot transmission.
With a 0.5ms one-way (gNB-to-UE or UE-to-gNB) latency target being met in Release 16 5GS NR, which is less than the 10 ms upper bound for residence time [11], no action/impact can be identified in RAN2 to further support uplink timing synchronization. The high-level process for uplink time synchronization is depicted in Figure 1.
[image: ]
Figure 1: TSN clock distribution and timestamping within 5GS for uplink time synchronization
Finally, for delivery of gPTP messages to TSN end stations behind other UEs, the UPF will forward the UL gPTP messages transparently to other devices and hence this process also does not have any RAN impact. The DS-TTs in the other UEs can perform the same operations as defined in clause 5.27.1.2.2 of TS 23.501 [9] for the downstream gPTP synchronization scenario. 
Proposal 3: No RAN impacts can be identified for the SA2 work on uplink time synchronization for TSN networks.

2.3. Timing Synchronization maintenance during mobility
The IIoT WI, approved in RAN, includes the following objectives for core part relevant to timing synchronization enhancements in Release 17 as given in RP-201310 [1],
4. Enhancements for support of time synchronization:
a. RAN impacts of SA2 work on uplink time synchronization for TSN, if any. [RAN2]
b. Propagation delay compensation enhancements (including mobility issues, if any). [RAN2, RAN1, RAN3, RAN4]
There are two possible interpretations of the mobility WID objective highlighted above: i) mobility enhancements specifically in reference to propagation delay compensation are considered, and ii) support for timing synchronization enhancements is undertaken for mobility scenarios/use-cases. In this contribution we presume the second interpretation and discuss timing synchronization continuity in mobility scenarios (e.g. during handover).
To support time sensitive communication, the 5G system is integrated transparently as a bridge in an IEEE TSN network. There are two synchronization systems considered: the 5GS synchronization and the TSN domain synchronization. 5GS synchronization, as specified in TS 23.501 [9], TS 38.331 [10], is used for NG RAN synchronization while TSN domain synchronization follows IEEE 802.1AS [11] and provides synchronization service to TSN network. The timing distribution for the two synchronization systems is as shown in Figure 2, where TSN GMs are assumed to be at the device end for uplink time synchronization as discussed in section 2.2. In this section, we discuss possible timing synchronization issues in mobility scenarios.
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Figure 2: UL TSN and 5G Timing Synchronization Information Distribution with the same UPF
All the network elements: UEs, gNBs, UPFs, NW-TTs, and DS- TTs, are time synchronized to the same 5G GM (i.e. the 5G internal system clock) which serves to keep them synchronized. In the email discussion summary in RP-192657 [12], the enhancement of operator-controlled access to synchronization is proposed, such that the synchronization service is monetized and is not always available in all cells. This discussion is in conjunction with the exposure methods discussed in FS IIoT in SA2 [16] to explore the relevant signalling methods between CN and RAN. To this end, key issue # 3 in TR 23.700-20 [4] pertains to a wider and more flexible use of 5GS TSC and URLLC through the 5GS Network Exposure Function (NEF) framework which can enable the operator to offer certain network capabilities as services and also allow the applications to activate/deactivate services offered by the network. More precisely, key issue # 3B in TR 23.700-20 [4] intends to support use-cases in 5GS, where a TSN bridged network may not be needed, for a wide range of applications, for example, motion control use-cases, smart grid applications, VIAPA, where the requirements for synchronization accuracy and deployment scenario can be very diverse. Such applications provide their requirements to 5GS for IP or Ethernet types of PDU Sessions and can utilize 5G synchronization functionalities without relying on full TSN device and network translator capabilities.
The procedure for exposure of time synchronization is provided in SA2 solution # 7 and 8 in TR 23.700-20 [4], which describes the process for the AF to request time synchronization with specified requirements and supply information to be used to configure the time synchronization procedure for connected devices. When the 5GS time source is used by the 5GS, either the UPF/NW-TT is configured to create the gPTP message for conveying the timing information as seen in method 2 in 23.700-20 [4] or the 5G-AN provides a 5G reference time to the UE via the 3gpp radio layer e.g. via SIB/RRC messages. It is assumed that the 5G internal system clock is made available to all user plane nodes in the 5G system. Note that in the SA2 solutions in TR 23.700-20 [4] regarding timing synchronization exposure method, the UE impact is only in the NAS layer with no potential RAN impact identified. Moreover, timing synchronization maintenance in handover is not captured in these SA2 solutions. 

Proposal 4: Given the current SA2 discussion, no issues are identified regarding timing synchronization in mobility.

[bookmark: _GoBack]Nonetheless, if it is considered relevant to discuss timing synchronization maintenance during handover in high mobility and time critical environments, we can refer to the use-cases in TS 22.104 Table 5.6.2-1 [6], where the 5GS synchronization budget can be as low as 900 ns. In use cases such as VIAPA or AV production, timing of multiple devices such as microphones and cameras is critical, and the UE speed ranges from 5 km/h to 50 km/h as seen in Table 6.2.1-1 in 22.263 [2]. During handover from source gNB to target gNB for such use cases, it is required that synchronization is maintained with an accuracy of 1 us. The target gNB can know if the UE requires reference time from the UEAssistanceInformation sent by UE [10].  In addition, the source gNB can provide reference time information to UE proactively e.g. when deciding to perform handover, enabling the target gNB to be synchronized to the 5GS within several seconds after handover such that the synchronization requirement can be satisfied, hence ensuring synchronization continuity. From RAN2’s perspective, however, this can be left up to gNB implementation without any RAN2 specification impact. 

Proposal 5: If there is a need to handle timing synchronization maintenance during handover, from RAN2’s perspective, handling can be up to gNB implementation without specification impact (e.g. the source gNB can proactively provide reference time information to the UE when deciding to perform handover to ensure synchronization continuity).
Conclusions
In this contribution we discuss the issues of propagation delay compensation, uplink timing synchronization and mobility in Rel 17 IIoT and propose the following
Proposal 1: Propagation delay compensation can be performed at the network side by the gNB in addition to legacy operation i.e at the UE side. 
Proposal 2: Network indicates to the UE (e.g. via a unicast RRC signalling) when pre-compensation has been performed by the gNB.
Proposal 3: No RAN impacts can be identified for the SA2 work on uplink time synchronization for TSN networks.
Proposal 4: Given the current SA2 discussion, no issues are identified regarding timing synchronization in mobility.
Proposal 5: If there is a need to handle timing synchronization maintenance during handover, from RAN2’s perspective, handling can be up to gNB implementation without specification impact (e.g. the source gNB can proactively provide reference time information to the UE when deciding to perform handover to ensure synchronization continuity).
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