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1 Introduction
This is the email discussion report on below email discussion:
· [Post109e#11][MOB] Resolving open issues for DAPS (Intel)
	Intended outcome:Attempting to resolving remaining open issues for DAPS (Deadline 2020-04-08 23:59 Pacific Time). 
	Intended outcome 2: Open Issues list with RRC impact (April 1)

2 Discussion
2.1 MAC issues
In MAC CR [9], following two editor’s Note are left:
Editor’s Note: FFS which functions will be supported by the source and target MAC entity in DAPS HO.Editor’s Note: FFS if Msg.B for 2-step RACH works the same.
These two issues have been discussed in the email discussion [8], and clear majority was shown in the email discussion. 
	Cited from [8]
10 companies agree that entire MAC entity and all functionalities Figure 4.2.2-1 will be supported by the source and target MAC entity in DAPS HO, even part of channels may not be used by the source MAC entity.
2 companies (QC, Apple) think all MAC entity functions shown in Figure 4.2.2-1, except for RACH at source, will be supported during the HO.
Based on the inputs from companies, rapporteur suggests to go for the clear majority.
Proposal 1: All the functions in Figure 4.2.2-1 will be supported by the source and target MAC entity in DAPS HO.  

All companies agree that 2-step RACH procedure works the same that UE switches the UL PDCP data transmission upon successful RACH procedure, i.e. Msg.B for 2-step RACH.
Hence, rapporteur suggests:
Proposal 3: UE switches the UL PDCP data transmission upon successful RACH procedure (i.e. Msg.B for 2-step RACH).  




Proposal 1: All the functions in Figure 4.2.2-1 will be supported by the source and target MAC entity in DAPS HO.
Proposal 3: UE switches the UL PDCP data transmission upon successful RACH procedure (i.e. Msg.B for 2-step RACH).

Question 2.1-1: Do companies agree the proposals proposed in [8] listed above? If no, pls indicate your reason.
	Company
	Yes/No
	Remark 

	Huawei, HiSilicon
	Yes
	

	Ericsson
	Yes
	We should also confirm that DAPS handover can be combined with RACH-less in LTE.

	Samsung
	Yes
	

	NEC
	Yes
	

	LG
	Yes
	

	ETRI
	Yes
	

	Sharp
	Yes
	

	OPPO
	Yes
	

	QC
	Yes but
	For Proposal1: All MAC entity functions shown in the figure, except for RACH at source, will be supported during the HO.  For RACH restriction, it is fine to rely on the MAC procedural text. In current MAC CR, there is no restriction for UE to initiate RACH towards source cell even if there is on going RACH towards target cell. 
Proposal 3 : agree
We don’t see any real use case to combine LTE DAPS with LTE RACH-less HO.

	Nokia
	Yes
	OK to agree both.

	Apple
	Yes
	Even though we donot see the use case for the RACH in source link, we are fine to follow majority view.  

	Lenovo
	Yes
	

	vivo
	Yes
	Regarding the combination of RACHless and DAPS, as this would require exra specification changes and the benefit is still not very clear, we would expect that this can be deprioritied at this point of time.

	Docomo
	Yes
	

	CATT
	Yes
	

	MediaTek
	Yes
	

	Intel
	Yes
	

	ZTE
	Yes
	



[bookmark: _Hlk37396342]Summary: 19 companies provided inputs
All companies agreed the proposals as below:
Proposal 1: All the functions in Figure 4.2.2-1 will be supported by the source and target MAC entity in DAPS HO.
Proposal 3: UE switches the UL PDCP data transmission upon successful RACH procedure (i.e. Msg.B for 2-step RACH).
1 companies would like to exclude RACH at source during DAPS HO;
1 companies raised the issue, we need to confirm whether LTE DAPS can work together with LTE RACH less HO. 2 company did not see the use case for this. 
Rapporteur would suggest to agree:
Proposal S2.1-1: All the functions in Figure 4.2.2-1 will be supported by the source and target MAC entity in DAPS HO.
Proposal S2.1-2: UE switches the UL PDCP data transmission upon successful RACH procedure (i.e. Msg.B for 2-step RACH).
In phase 2, to discuss whether LTE DAPS can work together with RACH-Less or not;

2.2 PDCP issues
In PDCP CR [7], following two editor’s Note are left:
Editor’s note: FFS on whether PDCP status reporting for DAPS bearers is needed for UL or DL for RLC UM.
Editor’s note: FFS on whether/how to specify network behavior and how to handle source/target, regarding agreement “The target cell always transmits the PDCP PDUs containing IR packet until releasing the source cell”
Issue 2.2-1: PDCP status report for UL/DL RLC UM in case DAPS is configured; 
	Cited from [6]
Conclusion 1: Based on companies’ inputs, there is no clear consensus on whether PDCP status report for UM DRBs is needed or not. Thus, we propose that RAN2 discuss whether the PDCP status report for UM DRBs is needed.
· Summary of the companies view
· The PDCP status report for UM DRBs is needed: LG, Samsung, Ericsson, Nokia, NEC, ZTE, Qualcomm, CATT, China Telecom, CMCC (10)
· The PDCP status report for UM DRB is not needed: MediaTek, OPPO, Intel, Apple, Huawei, Sharp, ETRI, vivo, China Unicom, Futurewei , Lenovo(11)
DICS2_1. Discuss whether the PDCP status report for UM DRBs is needed. 



Rapporteur would like to check companies’ view again although companies may not change their mind. It will be good if we can make decision in next meeting on whether it should be supported or not.
Note: the system can work without it. 

Question 2.2-1: Do you think the PDCP status report for UM DRBs is needed for DAPS HO?
	Company
	Yes/No
	Remark 

	Huawei, HiSilicon
	Yes
	Target can determine the first downlink SDU that need to be sent to UE either by receiving EARLY FORWARDING TRANSFER message or PDCP status report. When to send EARLY FORWARDING TRANSFER message is up to NW implementation, it may not provide an exact starting point for downlink transmission. Compared to EARLY FORWARDING TRANSFER message, PDCP status report is more accurate. So in case of uplink data switching, a PDCP status report from UE to target is needed.

	Ericsson
	Yes
	The PDCP status report is needed to avoid duplicate DL data transmissions when early data forwarding is used. Only UL transmission of PDCP status report need to be supported.

	Samsung
	Yes
	No strong opinion but it would be beneficial for the network to avoid duplicate transmission.

	NEC
	Yes
	PDCP status report is useful for avoiding duplicated downlink data transmission. For the uplink tranmission, as uplink is switched to the target during DAPS, and no retransmission is needed, status report is not needed just like traditional handover.

	LG
	Yes
	The benefit of introducing the PDCP status report for UM DRBs is that the number of the duplicated PDCP PDUs can be minimized. In other words, if the target cell does not receive the PDCP status report, the PDCP PDUs are transmitted regardless of whether the transmitted PDCP PDUs are already successfully received by the UE. 
In this case, from UE point of view, the UE may receive the PDCP PDUs which were already successfully received, and it causes the transmission delay for the PDCP PDUs which are not received yet. 
Thus, the benefit of introducing the PDCP status report for UM DRBs is the reducing the transmission delay of the PDCP PDUs which are not received yet in UE as well as the minimizing the number of duplicated PDCP PDUs.

	ETRI
	No
	In DAPS HO, PDCP status report is useful to prevent redundant transmissions, but there is a trade-off between redundancy and latency. In the latency point of view, the PDCP status report triggered upon UL data switching can cause delay to begin sending data to the UE in the target and it can negatively affect application layers and interruption at radio level. In our view, the latency is a more important factor than the redundancy in this WI.
Furthermore, an intermediate SN status transfer can help to avoid redundant DL data transmission. By the introduction of indication of handover execution to the source (e.g., the “Bye” message) in DAPS HO, the source can send an intermediate SN status transfer upon receiving the “Bye”. It is a good compromise between the redundancy and the latency in DAPS HO as analyzed in our contribution [R2-2000694]. We discuss it in details in Issue 2.6-6.

	Sharp
	No, but
	We are OK to introduce PDCP status report for UM because it is configurable by the network. But we don’t think it is good idea to configure PDCP status report for UM DRB.
UM DRBs are mainly used for bi-directional real time services, and constantly transmitting data is important. Transmission of PDCP status report will cause delay in transmitting new data and disturb constant transmission of data.

	OPPO
	No
	UM DRBs are usually configured for real-time services and do not work with feedback/acknowledgement and we think PDCP status report will cause additional delay for target node to send packets,

	QC
	Yes 
	Same view as Ericsson.

	Nokia
	Yes
	It can reduce the number of duplicated PDCP PDUs and reduce the re-ordering delay. This could be helpful at the application level, so URLLC UM bearer can benefit from that.

	Apple
	No, but…
	No strong view. We can see the benefit in NW side to avoid the duplicated DL data transmission, but the status report is new for RLC UM bearer. Therefore, if majority view is to support it, we would like to make it configureable and based on UE capability for it.

	Lenovo
	No
	PDCP status report transmission may result in additional delay for real-time service.

	vivo
	No
	We think that the source gNB/eNB can send the PDCP SN status for the UM DRB to the target gNB/eNB. There is no need to ask the UE to report such status.

	Docomo
	Yes
	PDCP status report is useful to avoid duplicate DL data transmission. 

	CATT
	Yes
	The PDCP status report is beneficial to avoid duplicate DL data transmissions when early data forwarding is used. On the other hand, redundant packets will also cause additional delay for new data transmission from target node. Besieds, only UL transmission of PDCP status report need to be supported.

	MediaTek
	No
	It’s true that PDCP status report can help reduce duplicated SDU transmission (It CANNOT prevent all duplications, though), but our concern is why duplication is applied for UM DRBs.
For AM DRBs, PDCP SDU duplication allows retransmission by target node for SDUs failed in source node. For UM DRBs, retransmission is not supported, and even supported it may be useless since UM DRBs are most likely for real time services; a retransmitted SDU may arrive too late and be discarded by UE. If duplication is not needed for UM DRBs, PDCP status report is also not needed.
Early data forwarding may still be applied for UM DRBs in DAPS. However, it does not imply duplication. The source node may forward SDUs from #N+1 to target node, and transmit SDUs until #N by itself.

	Intel
	No, but
	We could understand the intention from companies who support PDCP status report, i.e. to enable early data forward+reduce the duplication as much as possible. The compromise could be:
1 configurable and based on UE capability;
2 also applied for second status report for UM;

	ZTE
	Yes
	Yes, but no strong view. The PDCP status report for downlink transmission (status report from UE to NW) is beneficial to avoid unnecessary transmission of duplicated PDCP PDUs. However, since the NW may initiate the transmission for UM DRB without waiting for the PDCP status report, and there is no RLC retransmission in source link for the UM DRB, the status report for UM DRB seems not so necessary as PDCP status report for AM DRB.



Summary: 19 companies provided inputs
PDCP status report for UM DRBs: 
Needed:11
No: 5
No, but :3 
The main motivation as explained by companies is to reduce the duplication in DL as much as possible if early data forwarding is used.
Rapporteur would suggest to agree:
[bookmark: _Hlk37396442]Proposal S2.2-1-1: The PDCP status report for DL UM DRBs is needed for DAPS HO.
In phase 2, to discuss whether it is optional for the DAPS capable UE. 
RRC impact: Below condition has to be updated if proposal S2.2-1-1 is approved.. 
        statusReportRequired    ENUMERATED { true }                                             OPTIONAL,   -- Cond Rlc-AM
	Rlc-AM
	For RLC AM, the field is optionally present, need R. Otherwise, the field is absent.



[bookmark: _Hlk37396452]RRC S2.2-1: Condition for statusReportRequired should be changed to Rlc-AM-UM “For RLC AM or RLC UM ( if dapsConfig is configured for this bearer), the field is optionally present, need R. Otherwise, the field is absent.”.

Issue 2.2-2: Second PDCP status report for RLC UM in case DAPS is configured if the answer to question 2.2-1 is yes; 
Based on [6], RAN2 agreed The second PDCP status report is introduced for AM DRBs, but it is still open on “Discuss whether the second PDCP status report for UM DRBs is introduced or not if the PDCP status report for UM DRBs is introduced.”.
Rapporteur would like to check companies’ view again although companies may not change their mind. It will be good if we can make decision in next meeting on whether it should be supported or not.
Note: the system can work without it. 
Question 2.2-2: whether the second PDCP status report for UM DRBs is introduced or not if the PDCP status report for UM DRBs is introduced.
	Company
	Yes/No
	Remark 

	Huawei, HiSilicon
	No
	Regarding determining the first downlink SDU that need to be sent to UE in target, the first PDCP status report is enough.

	Ericsson
	No
	The second PDCP SR is not needed for UM bearers since we don’t have re-transmissions for UM bearers.

	Samsung
	Yes
	If we introduce PDCP status report for UM DRB, then it would be good to have the same behaviour as that of AM DRB. Our understanding is that the purpose of PDCP status report is not for retransmission but for avoiding duplicate transmission. 

	NEC
	Yes
	For RLC UM, the second PDCP status report is also useful for avoiding duplicate transmission of downlink data.

	LG
	
	We think the second PDCP status report is not needed. But, we don’t think there is a need to differentiate between AM DRB and UM DRB. We prefer to have a same behavior for AM DRB and UM DRB.

	ETRI
	No
	Same view as Ericsson

	Sharp
	No
	

	OPPO
	No
	Also no for the first PDCP status report for UM DRBs.

	QC
	No
	Agree with Huawei, Ericsson comments.

	Nokia
	No
	In case of UM, the DL transmission from the target is supposed to start on UL switching, so in our opinion first PDCP status report (already agreed) is more important, whereas the second one is supposed to be sent soon after (at src release), so it is not critical.

	Apple
	
	We share LG’s view. Even though we donot see the secondary PDCP SR, we donot need to differenciate the behaivor on AM and UM DRB if the SR for UM DRB is supported.

	Lenovo
	No
	The first PDCP status report is enough.

	vivo
	No
	

	Docomo
	No
	Share view with Ericsson.

	CATT
	No
	

	MediaTek
	No
	Retransmission is not supported for UM DRBs

	Intel
	
	Same view as LG and Apple. 

	ZTE
	No
	



Summary: 19 companies provided inputs
Second PDCP status report for UM DRBs: 
Needed: 2
No: 14
No, but : 3
Rapporteur would suggest to agree:
[bookmark: _Hlk37396467]Proposal S2.2-2-1: The second PDCP status report for DL UM DRBs is not needed for DAPS HO.

Issue 2.2-3: whether/how to specify network behavior and how to handle source/target, regarding agreement “The target cell always transmits the PDCP PDUs containing IR packet until releasing the source cell;
Based on [6], RAN2 agreed “The target cell always transmits the PDCP PDUs containing IR packet until releasing the source cell”  However it is open on how to handle source cell, and during the email discussion on PDCP CR, there were no majority on whether to capture network behaviour in the specification. 
FutureWei raised the good comments in the email discussion as“
ROHC operation, by the namesake design (Robust header compression), would automatically fall back to IR state if serious context error occurs between encoder and decoder, why do we need this additional specification of network behavior in PDCP specs?
The context mismatch will degrade the efficiency of ROHC operation (less compression). But this would not be improved by forcing network to only use IR packets – IR packets would carry more overhead than the original non-compressed packet, and just turning off ROHC might be more efficient in terms of the extra ROHC overhead.
ROHC encoder would stay in IR state, until it is acknowledged from ROHC decoder that IR packet is received. That is, there is no need to specify in PDCP specs that target link needs to stay in IR state, due to the loss of IR packets, because it is already an inherent part of RHOC operation.”
Then Rapporteur would like to check companies’ view:
Question 2.2-3: Which option do you prefer on handling of ROHC in target cell?
Option 1: For downlink, the header compression protocol of the target cell maintain the IR state in U-mode during DAPS handover. 
Option 2: For downlink, maintaining the header compression protocol IR state in U-mode during DAPS handover is up to target cell.
Option 3: For downlink, the header compression protocol of the target cell maintain the IR state during DAPS handover if header compression protocol is reset. 
	Company
	Option ½/3
	Remark 

	Huawei, HiSilicon
	Option 1 with modification
	In our understading, a more accurate wording is “For downlink, the header compression protocol of the target cell maintain the IR state if operating in U-mode and O-mode during DAPS handover.”

1. Explain why it cannot be left for ROHC itself?
According to ROHC protocol, there are three operation mode, i.e. U-mode/O-mode/R-mode.
U-mode is Unidirectional mode, there is no feedback from decompressor. The compressor perform upwards transition by so called “Optimistic approach”, it means “when the compressor is in the IR state, it will stay there until it assumes that the decompressor has correctly received the static context information.” Usually compressor in U-mode sends several IR packets to decompressor, then it upgrades to FO state because it thinks it is enough to establish ROHC context in decompressor.
O-mode and R-mode are bidirectional modes. But for O-mode, “Optimistic approach” also applies, which means feedback is not needed to enter into next compression state, i.e. FO state. ACK feedback can also be used in O-mode, but “this functionality is optional, so a compressor MUST NOT expect to get such ACKs initially.” So at least in the first upwards transition “Optimistic approach” is still the only way. For R-mode it surely requires ACK feedback from decompressor to enter into FO state from IR state.
So for U-mode and O-mode compressor can enter into FO state from IR state without any ACK received. In DAPS HO, target will begin to send FO packets after several IR packets if operating in U-mode or O-mode. This is why we need a specified NW behavior to handle.
Regarding automatic fallback to IR state by ROHC itself, for U-mode it depends on timer mechanism to fall back to IR state, but the timer won’t expire in the very beginning; for O-mode, since no ROHC context is established in decompressor, no NACK will be sent to compressor to trigger this fallback.
2. Explain why not just turning off ROHC?
According to current spec, “The network reconfigures headerCompression only upon reconfiguration involving PDCP re-establishment”, so if NW configures headerCompression to notUsed during DAPS at first, then reconfigure it to rohc after DAPS, it will lead to another data service interruption. This is obviously not what we want.
Note: we are also fine to apply this constraint to R-mode to have a unified behavior.

	Ericsson
	Option 2
	This can be left to network implementation. We normally don’t specify network behaviour except in rare cases, e.g. when it is critical for the UE to be able make assumptions on the network behaviour.  

There are already other parts of the RoHC protocol that is left to implementation like the number of IR packets to send in IR state in U-mode before entering a higher compression state. This would be in line with that.

	Samsung
	Option 3 or Opton 1
	In any case, we think that the behaviour should be specified clearly like Option 1 or Option 3.
We don’t need to restrict ROHC protocol to U-mode since the network may want to check the feedback in R-mode or O-mode during the transmission of IR packets.
We think that this issue happens only if header compression protocol is reset, which needs to be clarified.
Alernatively, we are also fine with Option 1 and Option 1 with modification from Huawei.

	NEC
	Option 1 with modification
	We are fine to specify target node ehaviour handling the RoHC failure issue during DAPS. 
And we agree with Huawei that only IR state should be used for U-mode and O-mode, as the compressor can go to FO state by “Optimistic approach”. But for R-mode, such restriction is not necessary, as FO state is started only when RoHC context can be established between source and target.

	LG
	Option 1
	The problem occurs when the target cell transmits a PDCP PDU with a same SN that the source cell already received. If the PDCP PDU contains IR packet, the IR packets would be discarded due to duplicate detection, and the following packets referring to the IR packet will fail the header decompression. 
In Option 2, maintaining the IR state is left to target cell. We think it is too risky because the normal ROHC implementation would transit ROHC state between different ROHC states.
The Option 3 assumes that the target does not have to transmit IR packets if the ROHC context is transferred from source to target cell. However, even if the ROHC context is transferred, the ROHC compressor periodically transits to U-mode, and the transmission of IR packet during DAPS handover may not be avoided. If the IR packet is discarded due to duplicate detection, the problem would occur. Thus, the Option 3 is not a complete solution.

	ETRI
	Option 2
	Same view as Ericsson

	Sharp
	Option 3 for the case RoHC is reset
Option 2 for the case RoHC is not reset
	We think starting IR state is always necessary when header compression protocol is reset (e.g., inter gNB handover w/o drb-ContinueROHC) as in legacy handover. Also, when the header compression protocol is reset, receiving side needs to start No Context (NC) state as in legacy handover.
For other case (e.g. intra gNB handover), starting IR state could be optional.
We have related comment in Question 2.3-5-1.

	OPPO
	Option 1
	The header compression protocol of the target cell should maintain the IR state, to avoid the potential ROHC failure issue.

	QC
	Option 1
	Agree with Huawei suggested edits for Option 1. 
In DL, due to duplicate discarding it is possible to have ROHC decompression failures. Number of IR packets is typically implementation specific (hard coded in implementation) for UE and NW side. In case of DAPS DL, it is not clear how many DL packets will be duplicated and how many packets will be discarded. This can lead to different number of ROHC IR packets implemenatation will have different decompression failures. To have more deterministic ehaviour, one simple way is target node using IR packets until source cell is released.


	Nokia
	Option 2
	We agree with the analysis provided by Futurewei, quoted before the question. Hopefully we can avoid collecting the votes. So the target will ensure the UE has valid context. No need to force the target cell to always send IR packets.

	Apple
	Option 1
	We expect to make behaviour clear to avoid the ROHC decompression failure due to the IR packet discarding by duplication detection.

	Lenovo
	Option1
	Clear specification is needed to solve the ROHC failure issue.

	vivo
	Option 1
	The stage-2 specification oculd provide some guidance to the gNB/eNB implementation to avoid the ROHC failure.

	docomo
	Option1
	Prefer to make network behaviour clear to avoid ROHC decompression failure.

	CATT
	Option 1 or Option 3
	We share the Samsung view.

	MediaTek
	Option 1
	Altough this may be a rare case, it is good to specify target node behaviour to avoid ROHC failure due to duplication handling. If it is too complicated to have such constraint in U-mode or O-mode, we can also apply it to R-mode and then skip the “mode” specification.

	Intel 
	Option 2
	Same view as Ericsson

	ZTE
	Option 2
	Same view as Ericsson.



Summary: 19 companies provided inputs
Option 1: For downlink, the header compression protocol of the target cell maintain the IR state in U-mode and O-Mode during DAPS handover. : 13 companies
Option 2: For downlink, maintaining the header compression protocol IR state in U-mode and O-mode during DAPS handover is up to target cell.: 6 companies
Option 3: For downlink, the header compression protocol of the target cell maintain the IR state during DAPS handover if header compression protocol is reset. : 3 companies
Rapporteur would suggest to conclude it in the meeting. 
[bookmark: _Hlk37396498]Disc S2.2-3-1: To be discussed whether to capture in the PDCP specification that “the target cell maintain the IR state in U-mode and O-Mode during DAPS handover”

Question 2.2-4: Which option do you prefer on handling of ROHC in source cell?
Option 1: For downlink, the header compression protocol of the source cell maintain the IR state in U-mode during DAPS handover. 
Option 2: For downlink, maintaining the header compression protocol IR state in U-mode during DAPS handover is up to source cell.
Option 3: For downlink, the header compression protocol of the source cell maintain the IR state during DAPS handover if header compression protocol is reset. 
	Company
	Option 1/2/3
	Remark 

	Huawei, HiSilicon
	none
	Nothing need to be mentioned for source cell.
For source there is no ROHC context missing issue, as the ROHC context has already been established in UE side for source. If PDCP PDUs from target arrive first, the PDCP PDUs from source later will be discarded. On one hand due to poor radio condition, data from source may not be much after random access towards target is completed; on the other hand since ROHC context has been established in UE, it can be left up to ROHC protocol to fall back to IR state if needed. So it is unnecessary to force source to send IR packets during DAPS HO as well.

	Ericsson
	Option 2
	See comment to Q2.2-3. We prefer to leave this to network implementation. Note that for the source link the situation is a bit more complex since the RoHC compressor can be in any state (IR, FO, SO) and any mode (U-, O., R-mode) when the DAPS handover is triggered. Depending on the state and mode, the source can use different strategies to avoid RoHC decompression errors due to discarded packets. One strategy is to revert to IR state in U-mode but there may also be more efficient strategies.

	Samsung
	It depends on Question 2.3-5-1
	Note that we agreed not to use drb-ContinueROHC and not to trigger PDCP re-establishment for DAPS DRB.
Unlike the ROHC protocol of the target, the ROHC protocol of the source will not be reset since PDCP re-establishment is not triggered. Hence, we don’t see a need to resolve this issue.
However, to resolve Issue 2.3-5-1, IR state can be maintained even in the source cell only for DAPS handover without security key change. By having this, we can resolve the key-stream reuse issue as raised by Issue 2.3-5-1. Please refer to our answer for Question 2.3-5-1.

	NEC
	None or option 2
	The missing of packet(s) on source side does not have very serious impact on the RoHC, as it normally happens. The decompression can be based on the already established RoHC context.
We are fine to not handling it or up to the source cell.

	LG
	Option 1
	The ROHC compressor in source may transmit the IR packets to the UE during DAPS HO (due to periodic transition to IR state), and the transmitted IR packets may be discarded by the UE. Considering this, the consecutive ROHC failure can happen due to discard of the IR packet transmitted by ROHC compressor in source.

	ETRI
	Option 2
	Same view as Ericsson

	Sharp
	Option 2, but
	It could be up to network imprementation but no need to specify.

	OPPO
	None, or option 2
	The ROHC failure issue is less severe for the source cell since ROHC context has been established before DAPS HO and does not suffer from few PDCP PDUs discarding. We don’t need to address this issue. 
Option 2, in our understanding, also means that we don't specify anything.

	QC
	Option 1 but (there are additional issues to be discussed)
	In order to minimize source link ROHC decompression failures, we are fine to have IR state packets after source sending DAPS HO command to UE.
There is another issue to discuss.
Lets assume that source is transmitting PDCP SNs 1 to 20 and source sends DAPS HO command when PDCP SN is at 15. From PDPC SN 16-20, source will schedule over Uu and at same time forwards to target cell as well.
Case 1 : assume that source does not send any IR packets after DAPS HO command.
Assume that UE is missing PDCP SNs 5-10 from source link and received PDPC SNs 11-20. Depending on type of compression mode and ROHC profile used, due to missing PDCP SNs 5-10, UE decompressor may fail to decompress received PDCP SNs 11-20 from source link. When UE sends PDPC Status Report including PDCP SNs 5-10 as NACKs (11-20 as ACKs) then target cell may re-transmit PDCP SNs 5-10 with target ROHC context. Due to lack of source ROHC context for PDPC SNs 5-10, UE may still fail to decompresson SNs 11-20. This issue can be addressed by allowing UE to send PDPC Status Report indicating PDPC SNs 5-20 as NACKs.
Proposal A : After Successful RACH procedure on Target NB, If there are any holes from Source NB before DAPS HO, UE need to report from the first missing packets to all the packets received on Source NB, even though some of the packets are received successfully.

Case 2 : assume that source cell sends IR packets after DAPS HO command.
If we use above example PDPC SNs from source cell, PDPC SNs 5-10 are missing. PDPC SNs 11-15 are received but not decompressed by UE due to missing SNs 5-10. Source starts sending PDPC SNs 16-20 in IR state.
In this case, UE PDPC Status Report has to indicate NACK for PDPC SNs 5-15 (even though 10-15 are recived but decompression fails without SNs 5-10 from source cell). For PDPC SNs 16-20 (IR state, self-decodable), it is sufficient for report only missing IR state PDPC SNs as NACK.

Proposal B: After Successful RACH procedure on Target NB, If there are any holes from Source NB before DAPS HO, UE need to report from the first missing packets to all the packets received on Source NB until UE gets IR state packets from source cell , even though some of the packets are received successfully, and any missing IR state packets.


	Nokia
	Option 2
	Same as above. Not sure why Huawei is fine here to say “it can be left up to ROHC to fallback to IR state” and it is not OK to agree such behaviour in case of target link.

	APPLE
	none
	We have same view as Huawei.

	Lenovo
	Option 2
	Agree with Ericsson.

	vivo
	None or Option 1
	Agree with LG.

	Docomo
	None
	Since there is no ROHC context missing issue in souerce, there is no need to maintain the IR state.

	CATT
	Option 2
	Share the Ericsson’s view

	MediaTek
	None, or Option 2
	The ROHC context for source node is already there in UE and we believe that a proper UE implementation will keep it until not needed. But we can also accept leaving it for network implementation (i.e. Option 2).

	Intel 
	Option 2
	Same as Ericsson

	ZTE
	Option 2
	Same view as Ericsson



Summary: 19 companies provided inputs
Option 1: For downlink, the header compression protocol of the source cell maintain the IR state in U-mode during DAPS handover. 3 companies;
Option 2: For downlink, maintaining the header compression protocol IR state in U-mode during DAPS handover is up to source cell.:  11 companies;
Option 3: For downlink, the header compression protocol of the source cell maintain the IR state during DAPS handover if header compression protocol is reset. 
Option 4: None: 8 companies;
There is no clear majority as in previous discussion. But if we count option 2 and 4 together, it is clear that the majority agree nothing to be specified. 
Rapporteur would suggest: 
[bookmark: _Hlk37396531]Disc S2.2-3-2: Do not capture in the PDCP specification that “the source cell maintain the IR state in U-mode and O-Mode during DAPS handover”
1 company mentioned If there are any holes from Source NB before DAPS HO, UE need to report from the first missing packets to all the packets received on Source NB, even though some of the packets are received successfully.
From Rapporteur perspective, current PDCP status report already took into account the decompression failure. Not quite sure what issue need to be solved. 
-     setting in the bitmap field as '0' for all PDCP SDUs that have not been received, and optionally PDCP SDUs for which decompression have failed;

[Prasad QC] 
We think that “optionally PDCP SDUs for which decompression have failed” refers to UE attempted decompression and failed to decompress for a PDPC packet after PDPC packet moved out of re-ordering window .
ROHC decompressor will attempt to decompress a received PDCP SDU, only when it is ready to be delivered to upper layers frm re-ordering window either due to in-sequence or t-reordering timer expiry.
See below PDCP snippet :
5.2.2.1         Actions when a PDCP Data PDU is received from lower layers

If the received PDCP Data PDU with COUNT value = RCVD_COUNT is not discarded above, the receiving PDCP entity shall:
-    store the resulting PDCP SDU in the reception buffer;
-    if RCVD_COUNT >= RX_NEXT:
-     update RX_NEXT to RCVD_COUNT + 1.
-    if outOfOrderDelivery is configured:
-     deliver the resulting PDCP SDU to upper layers.
-    if RCVD_COUNT = RX_DELIV:
-     deliver to upper layers in ascending order of the associated COUNT value after performing header decompression, if not decompressed before; 
-     all stored PDCP SDU(s) with consecutively associated COUNT value(s) starting from COUNT = RX_DELIV;
-     update RX_DELIV to the COUNT value of the first PDCP SDU which has not been delivered to upper layers, with COUNT value > RX_DELIV;
[bookmark: _Toc12616338]5.2.2.2         Actions when a t-Reordering expires
When t-Reordering expires, the receiving PDCP entity shall:
-    deliver to upper layers in ascending order of the associated COUNT value after performing header decompression, if not decompressed before:
-     all stored PDCP SDU(s) with associated COUNT value(s) < RX_REORD;
-     all stored PDCP SDU(s) with consecutively associated COUNT value(s) starting from RX_REORD;
-    update RX_DELIV to the COUNT value of the first PDCP SDU which has not been delivered to upper layers, with COUNT value >= RX_REORD;
-    if RX_DELIV < RX_NEXT:
-     update RX_REORD to RX_NEXT;
-     start t-Reordering.
In DAPS case also, if there are any missing PDCP SNs from source cell, UE will not attempt to decompress any  successfully received PDCP SNs due to dependency on missing packets . From first missing SN, all the successfully received PDCP SDUs also need to be discarded and UE need to request them for re-transmission from target cell to have ROHC context continity across SDUs. Example as described in QC response in above table.
 Existing spec text does not cover this case. We think PDCP text updates are needed depending on whether source uses IR packets or not.

-     setting in the bitmap field as '0' for all PDCP SDUs that have not been received, and optionally PDCP SDUs for which decompression have failed;

We need to add some PDCP text updates to clarify .
Case 1 : assume that source does not send any IR packets after DAPS HO command.

For Proposal A : After Successful RACH procedure on Target NB, If there are any holes from Source NB before DAPS HO, UE need to report from the first missing packets to all the packets received on Source NB, even though some of the packets are received successfully.

Required text change “ For DAPS bearer upon either uplink switching or upper layer requests a PDCP entity reconfiguration and the associated RLC entity is released for a radio bearer, then the receiving PDCP entity may indicate all PDCP SDUs as missing from FMC to target cell for maintaining ROHC context continuity.”
Case 2 : assume that source cell sends IR packets after DAPS HO command.

For Proposal B: After Successful RACH procedure on Target NB, If there are any holes from Source NB before DAPS HO, UE need to report from the first missing packets to all the packets received on Source NB until UE gets IR state packets from source cell , even though some of the packets are received successfully. In addition UE can request any missing IR state packets.

Required text change “ For DAPS bearer upon either uplink switching or upper layer requests a PDCP entity reconfiguration and the associated RLC entity is released for a radio bearer, then the receiving PDCP entity may indicate all PDCP SDUs as missing from FMC until receiving first IR state packets and any subsequent missing IR state packets to target cell for maintaining ROHC context continuity.”
Could you pls add this issue for phase 2 discussion.
2.3 RRC issues
In RRC CR [9], following editor’s Note are left:
[bookmark: _Hlk23709641][bookmark: _Hlk23494694]Editor’s note: TBC on how/whether to capture stop RLM in source after RACH successful to target PCell.
[bookmark: _Hlk34460950]Editor’s note: FFS, check whether “source ” is suitable for all DAPS related changes, or “source SpCell” should be used in some places, e.g. the timer T310.
[bookmark: _Hlk36635368]Editor’s note: FFS on moreThanonRLC in pdcp-Config.
Issue 2.3-1: TBC on how/whether to capture stop RLM in source after RACH successful to target PCell; 
It was discussed in [2], and agreed “RRC re-establishment shall not be triggered due to source link RLF after successful RA and before the release of source link”.
It is clear in stage 3, as in 5.3.10.3, for source RLF, the UE will ony suspend DRB and release source connection.  
[bookmark: _Toc20425751][bookmark: _Toc29321147]5.3.10.3        Detection of radio link failure
The UE shall:
1> if dapsConfig is configured for any DRB:
2> upon T310 expiry in source; or
2> upon random access problem indication from source MCG MAC; or
2> upon indication from source MCG RLC that the maximum number of retransmissions has been reached:
3> consider radio link failure to be detected for the source MCG i.e. source RLF;
4> suspend all DRBs in the source;
4> release the source connection.
[bookmark: _Hlk34332119]In addition, the T310 can only start during DAPS HO. 
1>	if dapsConfig is configured for any DRB, upon receiving N310 consecutive "out-of-sync" indications for the source from lower layers while T304 is running:
2>	start timer T310 for the source.
Therefore, we do not need to capture “stop RLM in source after RACH successful to target PCell” since anyway the reestablishment will not be triggered due to source link RLF, and the source anyway will be released quickly.  
Question 2.3-1: Do companies agree current specification is clear enough on “reestablishment will not be triggered due to source link RLF” and we do not need to capture “stop RLM in source after RACH successful to target PCell”?
	Company
	Yes/No
	Remark 

	Huawei, HiSilicon
	Yes
	

	Ericsson
	Yes
	

	Samsung
	Yes
	Bullet 4 should be changed to bullet 3 as below:
3> consider radio link failure to be detected for the source MCG i.e. source RLF;
43> suspend all DRBs in the source;
43> release the source connection.

	NEC
	Yes
	

	LG
	No
	Since this behavior is a new things compared with the legacy HO, the UE behavior for RLM should be explicitly stated in the spec.
The point is that, during DAPS HO, Source RLM should be performed and, after HO complete, Source connection can be maintained until explicit release. Thus we should specify behavior for changing from Source RLM to Target RLM to avoid ambiguity.

	ETRI
	Yes
	

	Sharp
	Yes
	

	OPPO
	Yes
	

	QC
	Yes
	

	Nokia
	Yes
	Provided that reestablishment in the source may be triggered only via T310 expiry (i.e. RLM, because the change shown above is limited to RLM/T310 while we want to ensure no reestablishment at all, due to other purposes as well).   

	Apple
	Yes
	

	Lenovo
	Yes
	

	vivo
	No?
	We think that the source link failure may be caused also by the RLC AM and the RACH via the source link. Those failures should also be stopped as well. We have a text proposal givne in “R2-2000381”.
[Rap] I assume current condition “1> if dapsConfig is configured for any DRB:”is sufficient since dapsConfig is still there before the release of source cell. Therefore we do not need to add additional condition as  “2>	upon indication from source MCG RLC that the maximum number of retransmissions has been reached before the successful RACH to the target PCell:”

	Docomo
	Yes
	

	CATT
	Yes
	

	MediaTek
	Yes
	Also we agree with Samsung the the level-4 bullets should be promoted to level-3.

	Intel
	Yes
	

	ZTE
	Yes
	




Summary: 19 companies provided inputs
current specification is clear enough on “reestablishment will not be triggered due to source link RLF” and we do not need to capture “stop RLM in source after RACH successful to target PCell”: 17
No: 2
Rapporteur would suggest to agree:
[bookmark: _Hlk37396581]RRC S2.3-1: Do not capture in specification “stop RLM in source after RACH successful to target PCell”, and remove the EN “TBC on how/whether to capture stop RLM in source after RACH successful to target PCell”.
! company suggested to change bullet 4 to bullet 3 as below:
3> consider radio link failure to be detected for the source MCG i.e. source RLF;
43> suspend all DRBs in the source;
43> release the source connection.
Rapporteur added this issue in phase 2. 

Issue 2.3-2: FFS on moreThanonRLC in pdcp-Config.; 
Based on [3], RAN2 agreed “SCells are released in HO command, and not configured in HO command”. Since CA/DC cannot be configured together with DAPS HO, moreThanonRLC for CA/DC duplication is not applied in DAPS HO. 
Question 2.3-2: Do companies agree that moreThanonRLC cannot be configured in DAPS HO? 
	Company
	Yes/No
	Remark 

	Huawei, HiSilicon
	Yes
	

	Ericsson
	Yes
	

	Samsung
	Yes
	

	NEC
	Yes
	

	LG
	Yes
	

	ETRI
	Yes
	

	Sharp
	Yes
	

	OPPO
	Yes
	

	QC
	Yes
	

	Nokia
	Yes
	Fine not to consider SCells for DAPS in Rel-16, as already agreed. As moreThanOneRLC is used for associating the same PDCP entity with more than 1 RLC entity, it can be skipped in Rel-16.  

And there is a typo in the name of this parameter😉

	Apple
	Yes
	

	Lenovo
	Yes
	

	vivo
	Yes
	

	Docomo
	Yes
	

	CATT
	Yes
	

	MediaTek
	Yes
	

	Intel
	Yes
	

	ZTE
	Yes
	




Summary: 19 companies provided inputs
All companies agreed moreThanoneRLC is not applied for DAPS HO, 
Rapporteur would suggest to agree:
[bookmark: _Hlk37396723][bookmark: _Hlk36635383]RRC S2.3-2: moreThanoneRLC is not applied for DAPS HO, remove the EN “FFS on moreThanonRLC in pdcp-Config” and clarify in the field description “This field is not present if dapsConfig is configured for this bearer.”

Issue 2.3-3: check whether “source ” is suitable for all DAPS related changes, or “source SpCell” should be used in some places, e.g. the timer T310.; 
RAN2 agreed before “Use the term “source” and “target” to indicate the configuration common for all cells in source and target.”. 
Case 1 L1 configuration: “source or target" should be used since it is cell specific configuration;
Case 2 MAC/RLC/PDCP (Key, security/ROHC)/SDAP configuration: “source or target" could be used since they are common for all cells of source or target;
Case 3 C-RNTI, timers (e.g. T301, T310, T311) and constants (e.g. N310, N311): “source/target PCell” should be used since it is PCell configuration; (SpCell is not good term since we do not support DC in DAPS HO)
Case 4 BCCH/MIB (5.3.5.5.2): “source/target PCell” should be used since it is PCell configuration; (SpCell is not good term since we do not support DC in DAPS HO)
Case 5 RLF, and “revert back to the configuration used in source PCell”: “source/target PCell” should be used since we only RLF in PCell instead of SCells; (SpCell is not good term since we do not support DC in DAPS HO)
Case 6 “revert back to the configuration used in source PCell”: “source PCell” could be used as legacy;
Case 7 SRB/DRB, RRM: “source or target" could be used since they are common for all cells of source or target;
RAN2 agreed that SCell shall be released during DAPS HO. Therefore, there is no big different in this release on whether source/target or source/target SpCell is used; However for future proof consideration, it would be good to use source/target and source/target PCell in different cases. 
Question 2.3-3: Do companies the analysis above on the usage of “source/target” and “source/target PCell”? 
	Company
	Yes/No
	Remark 

	Huawei, HiSilicon
	Yes
	Agree the analysis above

	Ericsson
	No
	Using the terms “source” and “target” should be avoided since it is unclear which entity this refers to. This is a wording issue so it would probably be best to check this with the rapporteur (and perhaps it should then rather be handled as part of the normal ASN.1 review).

We also note that there is a misalignment between the terminology used in RAN1 and RAN2. In RAN1 they use the terms “source MCG” and “target MCG” when referring to the PCell+SCells used in source and target.

	Samsung
	Yes (partially)
	In general, we are fine to use the term source/ target. 
In current specification, even for cases where DC is not configured, the term SpCell is used and is clearly defined in 38.331 that when DC is not configured, then the term Special Cell refers to the PCell. For cases case 3/4/5, we see no issue if we keep it consistent and use terms as source/ target SpCell in DAPS even though DC is not supported during DAPS. We suggest to keep it consistent to current specification and use source/target SpCell.

	NEC
	Yes
	

	LG
	Yes
	

	ETRI
	No
	Same view as Ericsson and slightly prefer “source MCG” and “target MCG”

	Sharp
	Yes
	

	OPPO
	Yes
	Agree the analysis above.

	QC
	Yes
	

	Nokia
	No
	Agree with Ericsson. Also, Case 1 does not make sense. If this is cell-specific, then ‘source/target’ cannot be used?

	Apple
	
	If UE is only working on SpCell at source and target link during DAPS HO, maybe we can indicate it as source SpCell and target SpCell directly.  

	Lenovo
	Yes
	

	vivo
	Yes
	

	Docomo
	Yes
	

	CATT
	Yes
	

	MediaTek
	Yes
	

	Intel 
	Yes
	Tend to agree with Samsung, SpCell can be used for 3/4/5. 

	ZTE
	Yes
	



Summary: 19 companies provided inputs
Agree the changes in Case 1-7: 14 companies
Source MCG/SCG: 1 or 3?
Case 3-5, SpCell instead of PCell: 3;
Always SpCell: 1

Rapporteur would suggest to agree:
[bookmark: _Hlk37396757]RRC S2.3-3: Agree below principle on the terminoligy and to be confirmed in ASN.1 review, e.g. whether to change source/target to source/target MCG;
Case 1 L1 configuration: “source or target" should be used since it is cell specific configuration; 
Case 2 MAC/RLC/PDCP (Key, security/ROHC)/SDAP configuration: “source or target" could be used since they are common for all cells of source or target;
Case 3 C-RNTI, timers (e.g. T301, T310, T311) and constants (e.g. N310, N311): “source/target SpCell” should be used since it is PCell configuration; 
Case 4 BCCH/MIB (5.3.5.5.2): “source/target SpCell” should be used since it is PCell configuration; 
Case 5 RLF, and “revert back to the configuration used in source PCell”: “source/target SpCell” should be used since we only RLF in PCell instead of SCells; 
Case 6 “revert back to the configuration used in source PCell”: “source PCell” could be used as legacy;
Case 7 SRB/DRB, RRM: “source or target" could be used since they are common for all cells of source or target;
Issue 2.3-4: UL switching indication is missing in RRC for DAPS:
As commented in RRC email discussion “Just for clarification, I may miss something but I can't find how to trigger UL data switching in NR RRC.  In LTE RRC, the uplink switching is indicated as follows:”
1> if MAC successfully completes the random access procedure; or
1> if MAC indicates the successful reception of a PDCCH transmission addressed to C-RNTI and if rach-Skip is configured:
    2> stop timer T304;
    2> if daps-HO is configured for any DRB:
        3> stop timer T310, if running;
        3> stop timer T312, if running;
        3> for each DRB configured with DAPS PDCP trigger UL data switching, as specified in TS 36.323 [8];. 
Similar sentences should be added in NR RRC. Rapporteur suggestion is:
To add it in 5.3.5.3 as: 
1>	if reconfigurationWithSync was included in spCellConfig of an MCG or SCG, and when MAC of an NR cell group successfully completes a Random Access procedure triggered above;
2>	stop timer T304 for that cell group;
2>	stop timer T310 for source if running;
2>	apply the parts of the CSI reporting configuration, the scheduling request configuration and the sounding RS configuration that do not require the UE to know the SFN of the respective target SpCell, if any;
2>	apply the parts of the measurement and the radio resource configuration that require the UE to know the SFN of the respective target SpCell (e.g. measurement gaps, periodic CQI reporting, scheduling request configuration, sounding RS configuration), if any, upon acquiring the SFN of that target SpCell;
2> If dapsConfig is configured for any DRB:
3> for each DRB configured with DAPS PDCP, trigger UL data switching, as specified in TS 38.323 [5];
2>	if the reconfigurationWithSync was included in spCellConfig of an MCG:
3>	if T390 is running:
4>	stop timer T390 for all access categories;
4>	perform the actions as specified in 5.3.14.4.

Question 2.3-4: Do companies agree the suggested changes as above on capturing UL switching indication in NR RRC? 
	Company
	Yes/No
	Remark 

	Huawei, HiSilicon
	Yes
	

	Ericsson
	Yes
	

	Samsung
	Yes but
	We wonder if the condition, “If dapsConfig is configured for any DRB” is really needed, which looks redundant. 
Our proposal is as follows: 
2> If dapsConfig is configured for any DRB:
23> for each DRB configured with DAPS PDCP, trigger UL data switching, as specified in TS 38.323 [5];


	NEC
	Yes
	

	LG
	Yes
	

	ETRI
	Yes
	

	Sharp
	Yes
	

	OPPO
	Yes
	

	QC
	Yes
	

	Nokia
	Yes
	We see no reason to deviate from how it has been captured for LTE.

	Apple
	Yes
	

	Lenovo
	Yes
	

	vivo
	Yes
	

	Docomo
	Yes
	

	CATT
	Yes
	

	MediaTek
	Yes
	We agree to the change proposed by Samsung.

	Intel
	Yes
	

	ZTE
	Yes
	




Summary: 19 companies provided inputs
Agree the changes: 19 companies
2 company mentioned, the condition, “If dapsConfig is configured for any DRB” is not really needed, which looks redundant. It can be discussed in phase 2.
The changes should refer to phase 2 discussion in 3.4. 

Issue 2.3-5: PDCP handling upon receiving DAPS HO command, and how to revert back to source configuration; 
Based on [2], RAN2 agreed:
1: Upon DAPS handover failure, UE reverts back to the source configuration prior to the reception of the handover command (including RLC and PDCP state) for the DRB that is not configured with DAPS.
2: For non DAPS DRB, upon DAPS HO failure, the reverted PDCP/RLC state includes data stored in transmission and reception buffers in PDCP and RLC entities prior to the reception of the handover command.
3: For non DAPS DRB, upon DAPS HO failure, the reverted source configuration also includes SDAP (for NR) configuration and logical channel configuration.
4: If the data is reverted for non-DAPS DRBs in case of DAPS HO failure, the data stored in transmission and reception buffers should NOT be discarded.
5: RRC re-establishment shall not be triggered due to source link RLF after successful RA and before the release of source link.
7: for NR, the state variables of the target SRB PDCP should be set to the latest ones kept in the source SRB PDCP if security key is unchanged.
9: for SRBs and non-DAPS DRBs, the PDCP COUNT is maintained when DAPS HO without key change and also at fallback to source cell when DAPS handover is performed without key change.
However following issues are open although some of them have been addressed in agreed CR. 
	Proposal 10: RAN2 to discuss “whether and how to specify UE reverts back source cell keys for non-DAPS DRBs”
Proposal 6: RAN2 to discuss “move the setup of SRB for target from Reconfiguration with sync section into SRB modification section” in RRC running CR.
Proposal 8: RAN2 discuss “ for DAPS DRBs, the same RoHC context shall be applied for both the source and target link when DAPS handover is performed without key change”.
FFS: how to handle PDCP entities of SRB, DAPS DRB and non-DAPS DRB in case of DAPS HO without key change.
Proposal 43.	reestablishPDCP is not applied for SRB in DAPS HO.



Issue 2.3-5-1: for DAPS DRBs, the same RoHC context shall be applied for both the source and target link when DAPS handover is performed without key change? 
It has been discussed in [2] as:
	Cited from [2]
Summary:
No need to apply same RoHC context: Intel, Nokia, Samsung, OPPO, ZTE, vivo (6)
Need to apply same RoHC context: MTK, Ericsson, Apple, Sharp, LG, Huawei (6)
Since there is no consensus, we propose RAN2 to continue online discussion.
Proposal 8: RAN2 discuss “ for DAPS DRBs, the same RoHC context shall be applied for both the source and target link when DAPS handover is performed without key change”.



Rapporteur would like to check companies’ view again although companies may not change their mind. It will be good if we can make decision in next meeting on whether it should be supported or not.
Note: the system can work without it. 
Question 2.3-5-1: do you agree that “ for DAPS DRBs, the same RoHC context shall be applied for both the source and target link when DAPS handover is performed without key change”? 
	Company
	Yes/No
	Remark 

	Huawei, HiSilicon
	No
	For DAPS DRB, we have the following agreement “drb-ContinueROHC is not supported for DAPS in Rel-16.”, so we prefer to have unified behaviour no matter with/without key change.

	Ericsson
	Yes
	There is a security problem if the security key is maintained but the RoHC context is reset for target.

If the security key is maintained but the RoHC context is reset in DAPS handover, the UE will have to recompress and reencrypt all unacknowledged UL packets when they are retransmitted to the target cell. Each of these UL packets will then have been transmitted twice:

1.	First in the source cell compressed with source RoHC context and encrypted using the common security key; and
2.	Then in the target cell compressed with the target RoHC context and encrypted using the common security key

This will lead to so called keystream re-use, i.e. by taking the XOR of the encrypted UL packet sent on the source and target cell an attacker can learn information about the contents of the UL packet. If the RoHC context is maintained, however, there is no issue since taking the XOR will then simply result in an all 0 bit string which reveals no information.

	Samsung
	No
	In general, drb-ContinueROHC is configured for intra-node handover without security key change. However, we already agreed not to use drb-ContinueROHC.
Note that this key stream re-use can happen for DL data as well.
If the majority agree on the security issue (e.g. keystream reuse) due to different ROHC context for the source and the target, then another solution would be to keep ROHC protocols in IR state for the source and the target in uplink and downlink as mentioned in Question 2.2-4, i.e. we don’t need to have one common ROHC context (or the same ROHC context) for the source and the target.
Specifically, the security issue can be resolved by the network and UE implementation, i.e. For DAPS HO without security key change, the source and UE start to send IR packets upon the transmission/reception of handover command and it continues to send IR packets during handover.

	NEC
	No
	Even with RoHC context continuity, it is hard to maintain the synchornization between two RoHC instances.
To solve the security issue, the most straightforward way is to use IR packet on both source and target during DAPS. And this is aligned with the option 1 of issue 2.2-3.

	LG
	No
	We want to keep the agreement on that “drb-ContinueROHC is not supported for DAPS HO”.
Even if the same ROHC context is applied for the source and target link, they may be desynchronized after some decompression because each ROHC decompressor would work in a independent manner. The only way to ensure synchronization is to use only a single ROHC protocol for both source and target link, but we think it is not aligned with our previous agreement.

	ETRI
	No
	Same view as LG

	Sharp
	Yes
	In the legacy handover, header compression protocol is reset only when the PDCP entity is re-established, i.e., the security key is changed. The same should be applied for DAPS DRBs.

	OPPO
	No
	We think ROHC context is independent of key change.

	QC
	Yes
	In NR HO, Security key change is optional because of Intra CU-Inter DU HO scenario. When CU does not change, PDPC anchor remains in same CU and there is no need to change security key. In this case, there is no need to change ROHC context of PDCP , when UE is performing DAPS HO between 2 DUs of the same CU.
Impact of changing ROHC when Security key does not change:
More importantly as there can be large number of outstanding packets in UL window, which need to be retransmitted after the HO to target cell, this becomes burden on UE to re-generate the PDUs with “New ROHC Context + Old Ciphering Context” and retransmit especially when the outstanding packets to be retransmitted are too large. This might cause additional interruption.
Also as Ericsson indicated, reusing the Ciphering Key across multiple packet instances is always a security concern and need to be prohibited. Since the context is changed, NW might ask all the PDUs to be retransmitted from the first missing packet to have the complete context of the new RoHC for successful delivery.


	Nokia
	No 
	As commented in [2], we do not see this necessity that the same RoHC context needs to be applied.

	Apple
	No
	We share QC’s view, but we think it could be configurable.

	Lenovo
	No
	RoHC is independent of Key issue.

	vivo
	No
	Agree with Ericsson.

	Docomo
	No
	Share view with samsung.

	CATT
	No
	Agree with Samsung

	MediaTek
	Yes
	We share Ericsson’s view that there is a security problem if the security key is maintained but the RoHC context is reset for target.
Then the two previous agreements of (1) security key change is optional in NR HO, and (2) drb-ContinueROHC is not supported for DAPS HO, seem to be contradictory to each other. We can either revert (2) (i.e. support drb-ContinueROHC for DAPS HO), or clarify that this does not mean RoHC context has to be reset in the intra-node case.

	Intel
	No
	It is optimization.

	ZTE
	No
	Same view as LG



Summary: 19 companies provided inputs
For DAPS DRBs, the same RoHC context shall be applied for both the source and target link when DAPS handover is performed without key change: 
Support: 4 companies
No: 15 companies.

Rapporteur would suggest to agree:
Proposal S2.3-5-1: For DAPS DRBs, keep original agreements,i.e. separate RoHC context shall be applied for the source and target link even if DAPS handover is performed without key change

Issue 2.3-5-2: Handling on PDCP for key change/without key change cases upon receiving DAPS HO command 
RAN2 has agreed:
7: for NR, the state variables of the target SRB PDCP should be set to the latest ones kept in the source SRB PDCP if security key is unchanged.
9: for SRBs and non-DAPS DRBs, the PDCP COUNT is maintained when DAPS HO without key change and also at fallback to source cell when DAPS handover is performed without key change.

The related open issues were
	Proposal 6: RAN2 to discuss “move the setup of SRB for target from Reconfiguration with sync section into SRB modification section” in RRC running CR.	Comment by Intel: Have been addressed based on current CR;
FFS: how to handle PDCP entities of SRB, DAPS DRB and non-DAPS DRB in case of DAPS HO without key change.
[bookmark: _Hlk35864292]Proposal 43.	reestablishPDCP is not applied for SRB in DAPS HO.



As captured in RRC CR, the logic we used are:
For SRB:
1 Based on 5.3.5.6.1, if DAPS is configured, the UE will perform the SRB addition or reconfiguration as specified in 5.3.5.6.3, no matter whether SRB configuration is contained in DAPS HO command or not;
2
If the security key is changed (state vaiables (e.g. counter) are start from the beginning):
Establish a PDCP entity for the target as specified in TS 38.323 [5], with the same configuration as the PDCP entity for the source; and then configure key, algorithms based on the securityConfig;
If the security key is not changed (state vaiables (e.g. counter) are maintained based on source)::
Establish a PDCP entity for the target with state variables continuation as specified in TS 38.323 [5], with the same configuration, the state variables and security configuration as the PDCP entity for the source;
3 Reconfigure PDCP configuration accordingly if the pdcp-Config is included:

Question 2.3-5-2-1: do you have any comments on the handling of SRB upon receiving DAPS HO command as described above? 
	Company
	Yes/No
	Remark 

	Ericsson
	Yes
	The proposed text works but we conder why we have different handling of SRBs and non-DAPS DRBs in DAPS handover.

· For SRBs, a PDCP and RLC entity are established for the target and the source SRB is suspended upon receiving the DAPS handover command. In case of fallback to source, the source SRB is resumed and the target PDCP and RLC entities are released.

· For non-DAPS DRBs, the PDCP and RLC entity are re-established upon receiving the DAPS handover command. In case of fallback the UE configuration for the DRB in the source is restored, i.e. the PDCP and RLC entity are reverted to the state they had before the DAPS handover was triggered.

Why cannot we align the handling the for SRBs and non-DAPS DRBs?
 

	Samsung
	
	To minimize the specification impact, we have some sympathy with Ericsson.  
If the majority want to keep the above text, then we wonder whether we should have separate procedure based on the security key change. 
Our understanding is as follows:
1. Regardless of security key change, 
· Establish a PDCP entity for the target with state variables continuation as specified in TS 38.323 [5], with the same configuration, the state variables and security configuration as the PDCP entity for the source;
2. If reestablishPDCP for SRB is configured(i.e. security key change)
· The state variables will be reset by PDCP re-establishement.
3. Otherwise, the state variables are left as those of the source due to no PDCP re-establishment and it implies the case without security key change


	QC
	No
	SRB and Non-DAPS DRB alignment is not needed.
If we follow SRB approach for Non-DAPS DRBs, from UE perspective, upon receiving DAPS HO command, UE has to suspend source Non-DAPS DRB and it has to establish target Non-DAPS DRB. This requires double L2 resource (including L2 memory), which defeats the purpose of simplification by using non-DAPS DRBs.

	vivo
	
	We should also consider the LTE specification changes. It seems that the agreement no.9 is not applicable to the LTE, as the LTE handover always has the key change.
[Rap] So far, LTE did not capture such changes and they are not applied for LTE. 

	ZTE
	
	Share the same view as Ericsson and Samsung that a unified handling for SRBs and non-DAPS DRBs can be considered to minimize the spec impact, i.e. the UE performs PDCP re-establishment upon receiving DAPS HO command if the security key is changed.




Summary: 5 companies provided comments on existing SRB handling for DAPS:
1 Company commented that the agreements on key change/without key change is not applied for LTE since LTE handover always requires the key change. Rapporteur assumes no changes are needed for LTE. 
3 companies commented that whether we can align SRB handling and non-DAPS DRB handling, but 1 company has different view. Rapporteur added it in the phase 2 discussion. 


In addition, there are two handlings in PDCP although in RRC CR we called it as establish PDCP entity:
Handling 1 (key change): Establish a PDCP entity for the target as specified in TS 38.323 [5], with the same configuration as the PDCP entity for the source;
Handling 2 (without key change): Establish a PDCP entity for the target with state variables continuation as specified in TS 38.323 [5], with the same configuration,
Question 2.3-5-2-2: Is any change in PDCP specification needed to capture these two handling, e.g. whether we still call it as “establish”? 
	Company
	Yes/No
	Remark 

	Huawei, HiSilicon
	yes
	We can still call it “establish”, and in PDCP spec add a new branch as Sharp suggested previously in R2-2001640:
[bookmark: _Toc12616330]5.1.1	PDCP entity establishment
When upper layers request a PDCP entity establishment for a radio bearer, the UE shall:
-	establish a PDCP entity for the radio bearer;
-	set the state variables of the PDCP entity to initial values;
-	follow the procedures in clause 5.2.
When upper layers request a PDCP entity establishment with status variables continuity for a radio bearer, the UE shall:
-	establish a PDCP entity for the target of the radio bearer;
-	set the state variables of the PDCP entity for the target to the value stored in the PDCP entity for the source of the radio bearer;
-	follow the procedures in clause 5.2. 

	Ericsson
	-
	See comment to 2.3-5-2-1. We think we should try to align the handling for SRBs and non-DAPS DRBs. The change proposed by Huawei above is only needed if we establish a new PDCP entity for the SRBs. If we instead re-establish the PDCP entity when the security key is changed as we do for non-DAPS DRBs, fewer changes may be required.

	Samsung
	
	See our comment on Question 2.3-5-2-1. To minimize the specification impact, we have some sympathy with Ericsson. 
If the majority want to keep the above text, then some change on PDCP specification would be needed.

	NEC
	Yes
	We can still call it “establish” with the state variables continuation.

	LG
	Yes, but
	We prefer to add the text in the bullet of setting the initial values, as shown below. RRC specification also needs to update to provide the values of state variables.

5.1.1	PDCP entity establishment
When upper layers request a PDCP entity establishment for a radio bearer, the UE shall:
-	establish a PDCP entity for the radio bearer;
-	set the state variables of the PDCP entity to initial values unless the upper layers indicate the values. If the upper layers indicate the values, set the state variables of the PDCP entity to the values indicated by the upper layers;
-	follow the procedures in clause 5.2.

	ETRI
	Yes
	Same view as Huawei

	Sharp
	Yes
	Agree with Huawei.

	OPPO
	Yes 
	We can call it “establish” as in RRC, and in PDCP spec we can add new branch on whether the state variables will continue.

	QC
	Yes
	Same view as Huawei

	Nokia
	
	We share what Samsung and Ericsson stated above. 

	Apple
	Yes
	We share Huawei’s view.

	vivo
	Yes
	Agree with Huawei.

	Docomo
	
	Share view as Ericsson

	CATT
	Yes
	Agree with Huawei

	MediaTek
	Yes
	We can use the term “establish”. However, the text proposal by Huawei may cause some confusion in that the first part (When upper layers request a PDCP entity establishment for a radio bearer) logically covers the second part (When upper layers request a PDCP entity establishment with status variables continuity for a radio bearer).
We propose the following modification:
5.1.1	PDCP entity establishment
When upper layers request a PDCP entity establishment for a radio bearer, the UE shall:
-	establish a PDCP entity for the radio bearer;
-	if the request indicates status variables continuity, set the state variables of the PDCP entity for the target to the value stored in the PDCP entity for the source of the radio bearer; otherwise, set the state variables of the PDCP entity to initial values;
-	follow the procedures in clause 5.2.


	Intel
	Yes
	Agree with Huawei 

	ZTE
	
	Agree with Ericsson and Samsung.


Summary: 18 companies provided inputs
Need PDCP changes: 13 companies; 1 company expressed RRC also needs to be changed;
To align handling on SRB and non-DAPS DRB: Reestablish PDCP if key is changed; 5, 
Note, the issue on common handling for SRB and non-DAPS DRBhas been added in phase 2. If there is different majority there, we will change the proposal here. 

Rapporteur would suggest to agree:
[bookmark: _Hlk37396929]Proposal S2.3-5-2: For DAPS HO, capture PDCP handling for SRB in PDCP specification, the detailed text can be further discussed when capture it in PDCP specification. 


Question 2.3-5-2-3: related to question 2.3-5-2-2, whether reestablishPDCP is needed for SRB in DAPS HO in case of key change? 
	Company
	Yes/No
	Remark 

	Huawei, HiSilicon
	No
	Same comments as for Question 2.3-5-2-2

	Ericsson
	-
	See comment to 2.3-5-2-2.

	Samsung
	
	It would be up to how to model the handling of SRB during DAPS handover. It depends on the decision about Question 2.3-5-2-1 and 2.3-5-2-2.

	NEC
	No
	

	LG
	No
	

	ETRI
	No
	

	Sharp
	
	If PDCP entity for target SRB is established after key change, re-establishment of the PDCP entity is not necessary.

	OPPO
	No
	

	QC
	No
	

	Apple
	No
	

	vivo
	
	Agree with Samsung and Sharp.

	CATT
	
	Agree with Samsung

	MediaTek
	No
	

	Intel
	No
	

	ZTE
	
	Agree with Samsung.



Summary: 16 companies provided inputs
ReestablishPDCP for SRB in DAPS HO in case of key change: 
No:10 companies
Depends on the discussion on the modelling, i.e. whether handle SRB and non-DAPS DRB in the same way? 6 companies

Note, the issue on common handling for SRB and non-DAPS DRBhas been added in phase 2. If there is different majority there, we will change the proposal here. 
Rapporteur would suggest to agree:
[bookmark: _Hlk37396977]RRC S2.3-5-3: For DAPS HO, reestablishPDCP is not needed for SRB, no matter whether key is changed or not. 

For DRB-DAPS bearer:
1 Reconfigure PDCP configuration based on the received pdcp-Config:
2
If the security key is changed:
Configure the ciphering function and the integrity protection function of target for the DAPS PDCP entity with the security configuration received from target;
If the security key is not changed (use source key and security configuration)::
Configure the ciphering function and the integrity protection function of target for the DAPS PDCP entity with the same security configuration as the PDCP entity for the source;

Question 2.3-5-2-4: do you have any comments on the handling of DRB upon receiving DAPS HO command as described above?
	Company
	Yes/No
	Remark 

	Ericsson
	No
	

	QC
	No
	

	Apple
	No
	



Issue 2.3-5-3: Handling on PDCP for key change/without key change cases upon fallback 
RAN2 has agreed:
9: for SRBs and non-DAPS DRBs, the PDCP COUNT is maintained when DAPS HO without key change and also at fallback to source cell when DAPS handover is performed without key change.

The related open issues were
	Proposal 10: RAN2 to discuss “whether and how to specify UE reverts back source cell keys for non-DAPS DRBs”	Comment by Intel: Have been addressed based on current CR;
FFS: how to handle PDCP entities of SRB, DAPS DRB and non-DAPS DRB in case of DAPS HO without key change.




As described in 5.3.5.8.3:
For SRB (fallback):
If the security key is not changed upon DAPS HO (state vaiables (e.g. counter) are maintained based on target)::
Configure the PDCP entity for the source with the same state variables as the PDCP entity for the target;;
	If the security key is changed upon DAPS HO  (state vaiables (e.g. counter) are maintained based on source)
		No change is needed since we did not touch source SRB configuration during DAPS HO;
Question 2.3-5-3-1: do you have any comments on the handling of SRB upon fallback case as described above?
	Company
	Yes/No
	Remark 

	Ericsson
	No
	

	QC
	No
	

	Apple
	No
	

	ZTE
	
	If we adopt a unified handling for SRBs and non-DAPS DRBs, the UE should revert back to the source configuration (including state variables) prior to the reception of the DAPS HO command in case the security key is changed. While in case the security key is not changed, the UE should revert back to the source configuration prior to the reception of the DAPS HO command but configure the PDCP entity with the latest state variables (i.e. the state variables used for the target).
Besides, we have another concern about the reordering delay in the NW side when reporting the FailureInformation message to the source. Since the PDCP discard timer is not applicable to SRB on UE side,the NW may have a very long "t-Reordering" on reception side (or even infinity). In case the NW is waiting for the PDCP PDU with COUNT value n, but the UE skips the value n but send the PDCP PDU with COUNT value n+1 instead, then there will be a very long reordering delay for this packet (or be blocked forever, in case t-Reordering for SRB on NW side is infinity). However, we also think the security issues caused by using the same state variables upon fall-back is important, if no better solution can be found then it is fine for us to leave the handling of the extra reordering delay issue to NW implementation.



For non DAPS DRB (fallback):
Regardless of whether the security key is changed or not:
Revert back to the UE configuration used for the DRB in the source, includes PDCP, RLC states variables, the security configuration and the data stored in transmission and reception buffers in PDCP and RLC entities ;
Question 2.3-5-3-2: do you have any comments on the handling of non-DAPS DRB upon fallback case as described above?
	Company
	Yes/No
	Remark 

	Ericsson
	Yes
	If data can be transmitted in MSG3 for the non-DAPS DRBs during random access to the target cell, then the COUNT value need to be updated at fallback to source cell if the DAPS handover is performed without key change. Otherwise there is a risk of COUNT re-use.

	Samsung
	Yes but
	Our understanding is that there were several options to resolve this issue in the last meeting as follows: 
· Option 1: PDCP re-establishment twice (upon the reception of DAPS handover command and upon the fallback)
· Option 2: PDCP re-establishement only when the random access is successfully completed to the target.
· Option 3: It is up to implementation
We wonder if other options are excluded here.

Regarding Ericsson’s comment, DAPS handover without security key change will not trigger PDCP/RLC re-establishment for non-DAPS DRB and thus ROHC protocol will not be reset. We assume there would be no security issue.

	Sharp
	Yes
	We think discardTimer should be maintained during DAPS handover, and the data for which discardTimer is expird should be discarded appropriately (by performing SDU discard) when revert back to the source configuration. Otherwise “zombie data” will be generated.

	OPPO
	
	We have the same question as Samsung and wonder whether pervious options are excluded or not.

	QC
	No
	Eriscssion mentioned case is corner case and data can be disabled in msg 3 for DAPS.

	Apple
	No
	

	vivo
	
	If the PDCP of the target DRB is always established, maybe the text given above is ok. We also wonder whether the target DRB should be suspended/released at the target link failure. It seems that if we do not suspend the target DRB, the upper layer of the UE may still send IP packets via the target DRB.
[Rap] 4> revert back to the UE configuration used for the DRB in the source, is sufficient? So far we did not mention about the release/suspend of target DRB for reestablishment. 

	CATT
	
	We have same concerns as Samsung.

	ZTE
	Yes
	We have same concerns as Samsung.
Besides, we think the issue raised by Ericsson is valid. However, if the COUNT value is updated at fallback to the source, the reordering issue we proposed above should also be considered. Different from the handling of SRB (the NW can easily distinguish the PDCP packets for FailureInformation message), the NW may be difficult to differentiate whether the SN gap is caused by normal packet loss or DASP HO. In order to avoid the security issue and reordering issue due to fall-bcak to the source, we slightly prefer option 2 listed by Samsung, i.e. PDCP re-establishment for non-DAPS DRBs is only performed upon successful completion RA to the target.



Summary: 9companies provided inputs
1 company raised issues on whether counter will be reused if the key is not changed; 
If data can be transmitted in MSG3 for the non-DAPS DRBs during random access to the target cell, then the COUNT value need to be updated at fallback to source cell if the DAPS handover is performed without key change. Otherwise there is a risk of COUNT re-use.
4  companies raised question whether other options can be considered except existing way in the CR?
· Option 1: PDCP re-establishment twice (upon the reception of DAPS handover command and upon the fallback)
· Option 2: PDCP re-establishement only when the random access is successfully completed to the target.
· Option 3: It is up to implementation
· Option 4: same as in the CR, Revert back to the UE configuration used for the DRB in the source, includes PDCP, RLC states variables, the security configuration and the data stored in transmission and reception buffers in PDCP and RLC entities ;
1 company raised issue that
discardTimer should be maintained during DAPS handover, and the data for which discardTimer is expird should be discarded appropriately (by performing SDU discard) when revert back to the source configuration. Otherwise “zombie data” will be generated
These issues have been added in phase 2 discussion. 

Issue 2.3-6: network coordination
In [3], “Proposal 14: Further discussion on whether same as legacy HO, in HO preparation procedure, source only provides a single source configuration to target.” Was discussed. 
	Cited from [3]
Source can provide both original and downgraded source configuration to target cell. If a target cell does not want to accept DAPS HO and prefers to perform legacy HO only, in that case providing original source configuration to target cell is needed , which is same as legacy HO behaviour.
· Source provides both current and downgrad source configuration to target: 7 QC, VIVO, ZTE, APPLE, Charter, Google, Mediatek
· Source only provides a single source configuration: 7 Ericsson, Intel, NEC, OPPO, Nokia, LG, Huawei
Note: 1 company mentioned “RAN4 may already decided that a source only transfers a single source configuration.”
Rapporteur would suggest to have further discussion on this: 
Proposal 14: Further discussion on whether same as legacy HO, in HO preparation procedure, source only provides a single source configuration to target.




Rapporteur would like to check companies’ view again although companies may not change their mind. It will be good if we can make decision in next meeting on whether it should be supported or not.
Note: the system can work without it. 
In HO preparation procedure:
Option 1: source can provide both original and downgrade source configuration to target;
Option 2: source only provide a single source configuration as legacy;
Question 2.3-6: which option, do companies prefer? 
	Company
	Option 1, 2?
	Remark 

	Huawei, HiSilicon
	Option 1
	It would be good to provide both to target for the sake of falling back to legacy handover. But these two source configuration should be optional, so it can be left up to NW implementation to decide if both are needed.

	Ericsson
	Option 2
	The case when the target node decides to fallback to legacy handover is a failure scenario which we don’t need to optimize. The target can always do a handover with full configuration or with delta on top of the downgraded source configuration in case of fallback to legacy handover.

	Samsung
	Option 2
	A single downgraded configuration towards target node is sufficient in this release. Any optimizations can be considered for future work. 

	NEC
	Option 2
	Agree with Ericssion view.

	LG
	
	We already agreed that two RRC Reconfiguration messages for DAPS HO are in a same TTI. It is clear that combined messages aren’t used as a single RRC message for DAPS HO:
Source+target configuration cannot be sent in the same RRC message for DAPS HO

	ETRI
	Option 1
	We slightly prefer Option 1 for the network coordination.

	OPPO
	Option 2
	A single downgraded configuration towards target node is sufficient.

	QC
	Option 1
	Full configuration is not valid for DAPS HO. In order to support falling back to legacy HO (i.e if target does not want to accept DAPS HO or target if target does not support DAPS HO), source has to provide both original and downgraded source configuration to target cell. 
When fallback to legacy HO happens without receieving original source configuration of source cell and if target uses full configuration, SN continity can not be maintainied. It doesn’t make sense for source to first downgrade its config, and then send the latest_config to target while in the middle of either determining HO or starting HO prep towards target esp in case where target decides to perform legacy HO anyways.



	Nokia
	Option 2
	It is enough to provide a single source cell’s configuration. Agree with Ericsson that Option 1 is an optimization for failure handling scenario.

	Apple
	Option 1
	

	Lenovo
	Option 2
	In this release, we can only support one source configuration.

	vivo
	Option 1
	The target node should have the opportunity to fall back to the legacy handover.

	Docomo
	Option2
	Share view with Ericsson. 

	CATT
	Option 2
	Agree with Ericsson’s view

	MediaTek
	Option 1
	Agree with Huawei, we can allow both options and leave the choice as network implementation.

	Intel
	Option 2
	Same view as Ericsson. 

	ZTE
	Option 1
	Agree with Huawei.


Summary: 18 companies provided inputs
[bookmark: _Hlk36654792]Option 1: source can provide both original and downgrade source configuration to target; 8 companies;
Option 2: source only provide a single source configuration as legacy; 9 companies

There is no clear majority as in previous discussion. 
Rapporteur would suggest to conclude it in the meeting. 
[bookmark: _Hlk37397293]Disc S2.3-6: To be discussed whether source can provide both original and downgrade source configuration to target;

Issue 2.3-7:Support of dynamic power sharing
In [3], “support of dynamic power sharing.” was discussed. 
	Cited from [3]
Question 3-4: Should the UE report the PH value of Pcell of one MAC entity to the another MAC entity during DAPS HO?
Based on companies’ inputs (10):
Needed: 4
Maybe: 1
Not sure:5
There is no clear majority on this. It would be good to give more time to companies. 
Rapporteur would suggest:
Proposal 17: Consider in next meeting that to support dynamic power sharing whether the UE needs to report the PH value of Pcell of one MAC entity to the another MAC entity during DAPS HO and how. 





[image: ]
[bookmark: _Hlk35869608]Figure 6.1.3.9-1: Multiple Entry PHR MAC CE with the highest ServCellIndex of Serving Cell with configured uplink is less than 8


Figure 6.1.3.6b-1: Dual Connectivity PHR MAC Control Element
We only need to consider source PCell and target PCell for PHR reporting since RAN2 has agreed no SCell during DAPS HO. Then the coordination on cell ids between source and target is not needed, and it is possible to reuse existing PHR MAC CE in LTE and NR. For LTE, we may need to clarify in the PHR MAC CE, PSCell is the SpCell of another MAC. 
Rapporteur would like to check companies’ view on how to support PHR reporting:
Option 1: reuse LTE and NR PHR MAC CE (NR: Multiple Entry PHR MAC CE in Figure 6.1.3.9-1; LTE: DC PHR MAC CE in Figure 6.1.3.6b-1;)
Option 2: new MAC CE to support PHR reporting in another node;
Option 3: do not support PHR reporting in another node;
Question 2.3-7-1: which option, do companies prefer? 
	Company
	Option 1, 2 and 3?
	Remark 

	Huawei, HiSilicon
	Option 1
	

	Samsung
	Option 3
	Option 3 is sufficient considering the very short duration for which with DAPS is ongoing. We don’t see a need to over optimize the behvior to support other options.

	NEC
	Option 1
	

	LG
	Option 1
	

	OPPO
	Option 3
	We think this is not essential for DAPS HO, since dual uplink transmission will not last a long time.

	QC
	Option1 
	

	Nokia
	Option 3
	We see no need to support PHR towards another node during DAPS.

	Apple
	Option 3
	

	Lenovo
	Option 1
	

	vivo
	No strong view
	It seems that Option 1 can be supported with some minor clarifications in MAC and RRC specifications.

	Docomo
	Option 3
	Share view with Samsung.

	CATT
	Option 3
	

	MediaTek
	Option 1
	

	Intel
	Option 1
	

	ZTE
	Slightly prefer option 3, option 1 is also acceptable
	For option 3, to enable the dynamic power sharing, one alternative is to leave the calculation of PHR during DAPS to UE implementation, and UE can take the power consumption in one cell group into account when generate the PHR report to the other cell group.
However, if the complexity is acceptable to majority, then it is also fine for us to support the DC similar PHR report mechanism.




Summary: 16 companies provided inputs
[bookmark: _Hlk37397322]Option 1: reuse LTE and NR PHR MAC CE (NR: Multiple Entry PHR MAC CE in Figure 6.1.3.9-1; LTE: DC PHR MAC CE in Figure 6.1.3.6b-1;) 8 companies
Option 2: new MAC CE to support PHR reporting in another node;
Option 3: do not support PHR reporting in another node; 7 companies

There is no clear majority as in previous discussion. 
Rapporteur would suggest to conclude it in the meeting. 
Disc S2.3-7: To be discussed whether to support PHR reporting in another node;

If the answer to 2.3-7-1 is yes, what additional changes are needed?, e.g. for LTE, clarify the PSCell is the SpCell in another node?
Question 2.3-7-2: Any additional changes are needed to support PHR reporting in another node? 
	Company
	Remark 

	Huawei, HiSilicon
	For LTE, clarify the PSCell is the SpCell in the other MAC entity.

	QC
	Same comment as Huawei

	vivo
	In MAC, we need to discuss whether a new report trigger condition while adding the target PCell is needed, alike the PSCell addition.
Some changes in the RRC and the MAC specification are needed to allow the multiple entry PHR for the DAPS handover.



Issue 2.3-8:Handling on the stored old RRC message in source when fallback upon DAPS failure
In [1], the issue was discussed. 
	Cited from [1]
Another issue raised in the reflector is similar to above question, 
“If we follow the current running CR, UE suspends the SRB upon receiving DAPS HO, and later resumes these SRB upon DAPS HO failure. Therefore, UE may have the old stored RRC message (e.g. measurement report) since the PDCP of SRB on source is not re-established.
Perhaps,the PDCP PDUs (old RRC message) for SRB should be discarded upon DAPS fallback.”

Further question 10b: Regarding the resume of SRB upon DAPS HO failure, how to handle the old stored RRC message if any, i.e.. whether to discard the PDCP PDUs for SRB if any upon DAPS fallback?
Regarding the resume of SRB upon DAPS HO failure, how to handle the old stored RRC message if any, i.e.. whether to discard the PDCP PDUs for SRB if any upon DAPS fallback:

Discard old message: 9 companies
No: 3 companies
Up to UE implementation:2 company
The majority is to discard stored RRC message, Rapporteur would suggest to go for majority. But how to discuss store PDCP PDU need further discussion.  
.
[bookmark: _Toc32566746]Proposal 45: When resume SRB upon DAPS HO failure, the old stored RRC message if any, (i.e.. the PDCP PDUs for SRB) shall be discarded. How to capture this in spec needs further discussion, e.g. change PDCP or RRC? 




The related agreements are:
7: for NR, the state variables of the target SRB PDCP should be set to the latest ones kept in the source SRB PDCP if security key is unchanged.
9: for SRBs and non-DAPS DRBs, the PDCP COUNT is maintained when DAPS HO without key change and also at fallback to source cell when DAPS handover is performed without key change.
As described in Issue 2.3-5-3: Handling on PDCP for key change/without key change cases upon fallback:
For SRB (fallback):
If the security key is not changed upon DAPS HO (state vaiables (e.g. counter) are maintained based on target)::
Configure the PDCP entity for the source with the same state variables as the PDCP entity for the target;;
If the security key is changed upon DAPS HO  (state vaiables (e.g. counter) are maintained based on source)
	No change is needed since we did not touch source SRB configuration during DAPS HO;
Therefore for the key unchanged case, the stored PDCP PDU for old SRB message cannot be used directly since the counter is still the original counter. Therefore should be discarded. But this should be done in PDCP. 
Rapporteur would like to check companies’ view on how to handle the old SRB message in source for fall back case:
Proposal 45: When resume SRB upon DAPS HO failure, the old stored RRC message if any, (i.e.. the PDCP PDUs for SRB) shall be discarded. How to capture this in spec needs further discussion, e.g. change PDCP or RRC? 

Question 2.3-8-1: Is above proposal 45 agreeable ? 
	Company
	Yes/No
	Remark 

	Ericsson
	Yes
	We think the SRB entities could be re-established to avoid this problem.

	Samsung
	Yes
	The old stored RRC messages should be discarded, if any. 
Note that PDCP re-establishment for the source SRB will reset the state variables and this can cause another keystream resue issue for DAPS handover without security key change. 

	NEC
	Yes
	

	LG
	No
	We think it would be better to discard old stored RRC message when the SRB is suspended rather than when the SRB is resumed. For the spec change, we think RRC has to be updated to provide discard indication to the PDCP when the SRB is suspended. In PDCP, no change is needed, because we already have a text using the RRC indication to discard PDCP SDUs.

[bookmark: _Toc12616340]5.3	SDU discard
When the discardTimer expires for a PDCP SDU, or the successful delivery of a PDCP SDU is confirmed by PDCP status report, the transmitting PDCP entity shall discard the PDCP SDU along with the corresponding PDCP Data PDU. If the corresponding PDCP Data PDU has already been submitted to lower layers, the discard is indicated to lower layers.
For SRBs, when upper layers request a PDCP SDU discard, the PDCP entity shall discard all stored PDCP SDUs and PDCP PDUs.
 

	Sharp
	Yes
	

	OPPO
	Yes
	

	QC
	Yes
	

	Nokia
	Yes
	Likely no point in sending old RRC messages. On the other, would not harm to do it either. No strong view.

	Apple
	Yes
	

	Lenovo
	Yes
	

	vivo
	More discussion is needed.
	A stuck RRC message in the source SRB during the DAPS handover is rare. And we are also not sure if there is any significant drawback of keeping the RRC message. It seems that discarding the RRC message could even cause more issues. For example, some interest indications like MBMS and IDC only allow the UE’s RRC to re-report its interest indication when the content of the message is changed. If the RRC message is discarded, the UE seems not able to report its interest anymore as its interest is not changed.

	Docomo
	Yes
	

	CATT
	yes
	

	MediaTek
	Yes
	

	Intel
	Yes
	

	ZTE
	Yes
	



Summary: 16 companies provided inputs
Proposal 45: When resume SRB upon DAPS HO failure, the old stored RRC message if any, (i.e.. the PDCP PDUs for SRB) shall be discarded. How to capture this in spec needs further discussion, e.g. change PDCP or RRC? 
Agree: 14 companies
NO: 1 company, the UE should discard the old SRB when suspend instead of resuming. 
More discussion: 1 company
Rapporteur would suggest to agree: 
[bookmark: _Hlk37397362]RRC S2.3-8-1: When resume SRB upon DAPS HO failure, the old stored RRC message if any, (i.e.. the PDCP PDUs for SRB) shall be discarded;

Question 2.3-8-2: If answer is yes, do you agree it should be captured in PDCP specification ? 
	Company
	Yes/No
	Remark 

	Ericsson
	No
	Prefer to re-establish the SRB entity, i.e. we capture it in the RRC spec.

	Samsung
	No
	Note that PDCP re-establishment for the source SRB will reset the state variables and this can cause another keystream resue issue for DAPS handover without security key change.
It would be enough to specify “discard any stored RRC messages” in DAPS fallback related section of RRC specification.

	NEC
	Yes
	

	LG
	No
	Only RRC change is needed. See our comment on Question 2.3-8-1.

	Sharp
	Maybe
	Even if the data in the source SRB is discarded, PDCP state variables should not be initialized. PDCP state variables maintainance should be specified RRC and/or PDCP.

	OPPO
	No
	We agree with Samsung to specify “discard any stored RRC messages” in RRC spec.

	QC
	Yes
	Since PDPC does not know when fallback happens. RRC can provide indication to PDCP upon fallback to discard old PDCP PDUs for SRB.

	Nokia
	No
	Agree with those who suggest RRC could be a better place.

	Lenovo
	No
	Agree with Samsung.

	Docomo
	No
	Prefer to capture it in RRC spec.

	CATT
	No
	Only RRC change is needed.

	MediaTek
	No
	Agree with Samsung; it’s simpler to specify “discard any stored RRC messages” in RRC specifications.

	Intel
	
	Ok to capture it in RRC. 

	ZTE
	No
	Agree with Samsung to specify “discard any stored RRC messages” in RRC spec.


Summary: 14 companies provided inputs
Most companies prefer to capture it in the RRC. 
2.4 DAPS+T312
The comments was received in RRC email discussion as “A minor comment in section 5.3.5.5.2, the “stop timer T312 for the corresponding SpCell, if running;” should be B2 since the T312 should has the same behaviour as T310 during DASP HO.”.
In current CR, the T312 is stopped upon executing a reconfiguration with sync, i.e. not same as T310. We did not discuss whether T312 can still work for source cell when DAPS HO is configured. It would be good to confirm here. 
The text from current CR:
1> If dapsConfig is not configured for any DRB:
2>	stop timer T310 for the corresponding SpCell, if running;
1>	stop timer T312 for the corresponding SpCell, if running;

Question 2.4-1: Should T312 in source be stopped upon executing a reconfiguration with sync if DAPS is configured? 
Note, T310 in source is not stopped upon executing a reconfiguration with sync if DAPS is configured. 
	Company
	Yes/No
	Remark 

	Huawei, HiSilicon
	Yes
	T312 is used to accelerate RRC re-establishment, but RRC re-establishment is not applied for source during DAPS HO. So it is enough to only use T310 expiry to release source.

	Ericsson
	Yes
	

	Samsung
	Yes
	

	NEC
	Yes
	

	LG
	No
	If the network allows using T312 with DAPS HO, then the UE doesn’t need to stop the T312 handling for DAPS HO i.e. follows the network configuration. Upon T312 expiry, the UE just declare RLF and release source link, the UE is able to keep performing mobility towards the target. 

	ETRI
	Yes
	

	Sharp
	Yes
	

	OPPO
	No 
	T312 should be kept running along with T310 to monitor the source link. Source cell release upon early RLF can avoid data retransmission due to poor source radio condition. 

	QC
	Yes
	

	Nokia
	Yes
	T312 in the source cell does not make any sense if the UE has already initated DAPS HO (a sort of ‘recovery action’, the same goal is intended to achieve with T312).

	Apple
	Yes
	

	Lenovo
	Yes
	

	vivo
	Yes
	

	Docomo
	Yes
	

	CATT
	Yes
	

	MediaTek
	Yes
	

	Intel
	Yes
	

	ZTE
	No
	Agree with LG and OPPO.



Summary: 19 companies provided inputs
T312 in source is stopped upon executing a reconfiguration with sync even if DAPS is configured
Agree: 16 companies
NO: 3 companies 

Rapporteur would suggest to agree: 
[bookmark: _Hlk37397383]Proposal S2.4: T312 in source is stopped upon executing a reconfiguration with sync even if DAPS is configured; No specificiation impact. 

2.5 RAN1 parameters
RAN1 agreed below parameters:
-	p-DAPS-FR1
-	p-DAPS-FR2
-	UplinkPowerSharingDAPS-HO-mode
Endorsed following text proposal for TS38.213:
	15 Dual active protocol stack based handover
< Unchanged parts are omitted >
If a UE is configured with an target MCG and a source MSCG using NR radio access in FR1 and/or in FR2, the UE is configured a maximum power  for transmissions on the target MCG by p-DAPS-FR1 and/or by p-DAPS-FR2 and a maximum power  for transmissions on the source SMCG by p-DAPS-FR1 and/or by p-DAPS-FR2 and with an inter-CG power sharing mode by UplinkPowerSharingDAPS-HO-mode for FR1 and/or by UplinkPowerSharingDAPS-HO-mode for FR2. The UE determines a transmission power on the target MCG   and a transmission power on the source MSCG per frequency range.
< Unchanged parts are omitted >
For DAPS operation in a same frequency band, a UE does not transmit PUSCH/PUCCH/SRS to source MCG in a [source MCG] slot overlapping in time domain with PRACH transmission to target MCG or when a gap between the first or last symbol of a PRACH transmission to target MCG in a first slot is separated by less than N symbols from the last or first symbol, respectively, of a PUSCH/PUCCH/SRS transmission to source MCG in a second slot. N = 2 for µ=0 or µ=1,  N=4 for µ=2 or µ=3, and µ is the SCS configuration of the active UL BWP for PUSCH/PUCCH/SRS transmission to the source MCG.



RAN2 has concluded that FR2 is not supported based on the agreements in RAN4. Therefore “p-DAPS-FR2” is not needed in Rel-16. 
For FR1, the UE should be configured with p-DAPS-FR1-Source, p-DAPS-FR1-Target and UplinkPowerSharingDAPS-HO-mode via RRCReconfiguration message generated by target node;

Question 2.5-1: Do companies agree that the UE should be configured with p-DAPS-FR1-Source, p-DAPS-FR1-Target and UplinkPowerSharingDAPS-HO-mode via RRCReconfiguration message generated by target node;? 

	Company
	Yes/No
	Remark 

	Huawei, HiSilicon
	No
	The DAPS handover between FR1 and FR2 can still be supported. So we prefer to change them to “p-DAPS-Source, p-DAPS-Target and UplinkPowerSharingDAPS-HO-mode”

	Samsung
	Yes
	We think it depends on how we structure the target cell information e.g. If we model it like TargetCellGroupConfig, then the existing parameters can be reused. Anyway, we agree to the question.

	LG
	Yes
	For the future expansion to FR2, we agree with having separated parameters between FR1 and FR2.

	OPPO
	Yes
	

	QC
	No
	We have same comment as Huwaei

	Nokia
	No
	Agree with Huawei on FR1/FR2 aspects.

	vivo
	Yes
	

	CATT
	Yes
	

	MediaTek
	Yes
	We prefer to keep “FR1” is the parameter names; this allows future configurations for FR2.

	Intel
	No
	It is the good scenario on FR1-FR2. RAN4 has defined requirement for this scenario. 

	ZTE
	No
	Agree with Huawei on FR1/FR2 aspects.



Summary: 10 companies provided inputs
Only FR1: 6 companies
Both FR1/FR2: 6 companies 
Considering RAN4 has defined requirement for FR1-FR2 DAPS HO scenario, it would be good to support both p-DAPS-FR1 and p-DAPS-FR2.
Rapporteur would suggest to agree: 
[bookmark: _Hlk37397401]RRC S2.5-1: To capture RAN1 parameters p-DAPS-FR1, p-DAPS-FR2 and 	UplinkPowerSharingDAPS-HO-mode and name them as “p-DAPS-Source, p-DAPS-Target and UplinkPowerSharingDAPS-HO-mode”  

In addition, these 3 parameters shall be forwarded to target during DAPS HO preparation. The text from current CR:
ConfigRestrictInfoDAPS-r16 ::=       SEQUENCE {
    powerCoordination-FR1-r16           SEQUENCE {
        p-maxNR-Source-r16                     P-Max                                                     OPTIONAL,
        p-maxNR-Target-r16                     P-Max                                                     OPTIONAL,
        powerControlMode-r16                   INTEGER (1..2)                                            OPTIONAL
    }                                                                                       OPTIONAL,
    maxSCH-TB-BitsDL-r16                INTEGER (1..100)                                    OPTIONAL,
    maxSCH-TB-BitsUL-r16                INTEGER (1..100)                                    OPTIONAL
}

[bookmark: _Hlk35847461]However there are 3 power control modes {semi-static-mode1, semi-static-mode2, and dynamic}, the field powerControlMode should be changed to 
        powerControlMode-r16                   ENUMERATED {
                                                semi-static-mode1, semi-static-mode2, dynamic }

Question 2.5-2: Do companies agree that the powerControlMode in HO preparation message should be changed to ENUMERATED {semi-static-mode1, semi-static-mode2, dynamic }? 

	Company
	Yes/No
	Remark 

	Huawei, HiSilicon
	Yes
	

	Ericsson
	Yes
	

	Samsung
	Yes
	

	QC
	Yes
	

	Nokia
	Yes
	No objection to redefine it as proposed by the rapporteur (if a justification/source, e.g. in 38.213? is provided;). And why is it actually defined ‘now’ as an INTEGER? What is the background?
[Yi] Current field was introduced in last meeting based on LTE mechanism. 

	vivo
	Yes
	

	CATT
	Yes
	

	Intel 
	Yes
	

	ZTE
	Yes
	



Summary: 10 companies provided inputs
All companies agreed, powerControlMode in HO preparation message should be changed to ENUMERATED {semi-static-mode1, semi-static-mode2, dynamic }
Rapporteur would suggest to agree: 
[bookmark: _Hlk37397416]RRC S2.5-2: powerControlMode in HO preparation message ischanged to ENUMERATED {semi-static-mode1, semi-static-mode2, dynamic }

Question 2.5-3: Any other issues on RAN1 parameters? 

	Company
	Remark 

	Huawei, HiSilicon
	Maybe it is also feasible to discuss one issue related to RAN4 parameter. In RAN4 reply LS R2-2000037, one UE capability is as blow:
“Support of simultaneous UL transmission to source and target cell per band combination”
It seems in current baseline UE capability CR, it is not captured but one parameter “singleUL-Transmission” is captured instead. It would be better to chage it to “simulUL-Transmission” to reflect RAN4’s intention.
[Rap] Capabiltiy can be discussed separately. 

	Ericsson
	In LTE, the parameters maxSCH-TB-BitsDL/maxSCH-TB-BitsUL are defined in LTE as a percentage of the DL/UL data rate supported according the UE category. We need to discuss how these parameters should be defined for NR where we don’t have UE categories. One option is to signal the absolute value instead of a relative value.
[Rap] Added in phase 2 discussion. 

	QC
	Agree with Ericsson comments



2.6 PDCP related issues in [10]
As commented in offline, below issues in [10] were not discussed in the meeting, and were proposed to be discussed in next meeting. Therefore it would be good to discuss them here.
Some issues are proposed in the PDCP/RLC aspects as follows.
· Issue 1: Issue on the uplink duplicated PDCP SDUs [15]
· Issue 2: Resetting of UL PDCP SN for UM DRBs [16]
· Issue 3: Need of discard indication [17] 
· Issue 4: PDCP anchor relocation in DAPS [18]
· Issue 5: How to handle the PDCP state variables [19]
· Issue 6: Need of indication of DAPS handover execution to the source just before the initial UL transmission in the target or upon uplink data switching [5][21]
[5] R2-2001425	“Discussion of PDCP status report and UL switching for DAPS HO”	CMCC
[15] R2-2000384	“Issue on the uplink duplicated PDCP SDUs”		vivo
[16] R2-2000707	“Resetting UL PDCP SN for RLC UM in DAPS”		NEC
[17] R2-2001503	“Need of discard indication”	LG Electronics Inc.
[18] R2-2000708	“PDCP anchor relocation in DAPS”	NEC
[19] R2-2000738	“Leftover issues on DAPS PDCP” 		Samsung
[21] R2-2000694 “PDCP Status Report for DAPS Handover” 	ETRI

Issue 2.6-1: Issue on the uplink duplicated PDCP SDUs [15]
The proposals from [15] are 
Proposal 1: To inform RAN3 the potential issue of uplink duplicated PDCP SDUs for DAPS handover.
Proposal 2: The source node sends the “Receive Status Of PDCP SDU” to the target node after stopping the packet transmission to the CN.

From Rapporteur perspective, it is pure RAN3 issue and should be solved there instead of RAN2.
 
Question 2.6-1: Do companies agree that the issue on uplink duplicated PDCP SDUs should not be discussed in RAN2? 

	Company
	Yes/No
	Remark 

	Ericsson
	Yes
	No need to discuss this in RAN2.

	Samsung
	Yes
	Agree with Rapporteur.

	NEC
	Yes
	This should be discussed by RAN3.

	LG
	Yes
	Agree with Rapporteur.

	ETRI
	Yes
	Agree with Rapporteur.

	Sharp
	Yes
	Agree with Rapporteur.

	OPPO
	Yes
	It is RAN3 scope.

	QC
	Yes
	

	Nokia
	Yes
	If that is meant to tackle the report from the source to the target regarding the path switch then this should not be discussed in RAN2.A question remains – shall RAN2 inform RAN3? Is there an issue to be solved in Rel-16 and RAN3 is aware of it?

	Apple
	yES
	

	Lenovo
	Yes
	

	vivo
	
	It seems that RAN3 is not aware the issue caused by Uu interface. Maybe RAN2 should inform RAN3 on the potential issues. Whether RAN3 needs a specific solution can be up to RAN3 to decide.

	Docomo
	Yes
	

	CATT
	Yes
	It is scope of RAN3 discussion

	MediaTek
	Yes
	

	Intel
	Yes
	

	ZTE
	Yes
	



Summary: 17 companies provided inputs
Leave the issue on uplink duplicated PDCP SDUs to RAN3: 16;

Rapporteur would suggest to agree: 
[bookmark: _Hlk37397444]Proposal S2.6-1: Leave the issue on uplink duplicated PDCP SDUs to RAN3.

Issue 2.6-2: Resetting of UL PDCP SN for UM DRBs [16]
The proposals from [16] are 
Observation 1. As there is no need to support lossless handover in DAPS for RLC UM, it is not necessary to support PDCP SN continuity for the uplink transmission.
Observation 2. As the target node is not able to determine the COUNT value of the first packet to be received, additional latency will be increased if UL PDCP SN continuity is introduced for RLC UM DRBs in DAPS. 
Proposal 2: The UL PDCP SN should be reset upon UL switch for RLC UM DRB configured DAPS.
It is not aligned with RAN2 agreements “RLC UM with PDCP SN number continuity is supported for DAPS. We do not attempt to make RLC UM lossless by introducing RLC AM mechanisms.”. But Rapporteur would like to check companies’ view on this.

Question 2.6-2: Do companies see the need to change agreements to “The UL PDCP SN should be reset upon UL switch for RLC UM DRB configured DAPS” ? 
	Company
	Yes/No
	Remark 

	Ericsson
	Yes (but see comment)
	Resetting the UL COUNT allows the target node to determine the COUNT value of the first packet to be received without receiving the final SN STATUS TRANSFER message from the source. This allows the target node to start forwarding UL packets to the CN earlier which reduces latency. 

We need to ensure though that resetting the UL COUNT and allowing the target node to forward UL packets to the CN before the final SN STATUS TRANSFER is received does not cause other problems. This needs to be checked by RAN3.

	Samsung
	No
	We don’t see a strong reason to revert the previous agreement unless RAN3 share their big concern on this. 

	NEC
	Yes
	Reseting uplink PDCP SN (start from 0) is the most straightforward option for RLC UM in the target. Additional reordering latency may be introduced if SN continuity is support for uplink RLC UM.
As RAN3 agreed “UL delivery to the CN from the source continues until the source sends the last SN Status Transfer to the target (same as legacy). The target won’t forward uplink packets in-sequence to the CN until it receives this last SN STATUS TRANSFER (as in the legacy)”, there is no issue on the data forwarding.

	LG
	No
	We want to keep the agreement.

	ETRI
	No
	Same view as Samsung

	Sharp
	No
	When security key is not changed, PDCP SN shouldn’t be reset.
When security key is changed, PDCP SN can be reset. However specification impact seems to be big to cover that PDCP SN is reset upon UL switch if security key is changed. We prefer not to change the agreement.

	OPPO
	No
	We want to keep the agreement.

	QC
	No
	In R16, there is UL switching. For URLLC applications, there is need to support some sort of simultaneous UL transmission for reliability after R16.
Inorder to have consistent DL and UL behaviour, we are ok to keep UL PDCP SN continuity support for RLC UM bearers. 
RAN3 already agreed to support PDPC SN continity for both DL and UL. So necessary X2/Xn signalling messages are supported by RAN3.

	Nokia
	Yes
	Agree with NEC and Ericsson.

	Apple
	No
	

	Lenovo
	Yes
	Agree with NEC

	vivo
	No
	Agree with Samsung

	Docomo
	Yes 
	Agree with NEC.

	CATT
	No
	The target node forwarding UL packets to the CN still need to wait the receipt of the Path Switch Ack message. So the benefit of resetting SN is limited.

	MediaTek
	No
	We don’t want to change the agreement, but we may need to revisit this if RAN3 indicates the need.

	Intel 
	No
	Agree with Samsung

	ZTE
	No
	Agree with Samsung



Summary: 17 companies provided inputs
The UL PDCP SN should be reset upon UL switch for RLC UM DRB configured DAPS
Yes: 5
No: 12
Rapporteur would suggest to keep original agreement unless RAN3 have real concern on this: 
[bookmark: _Hlk37397461]Proposal S2.6-2: Keep original agreement that RLC UM (UL/DL) with PDCP SN number continuity is supported for DAPS.

Issue 2.6-3: Need of discard indication [17]
The proposals from [17] are 
Proposal. Upon reception of the first UL grant from the target network, the PDCP entity indicates the discard indication for the submitted PDCP PDUs to the RLC entity associated with the source network..
The motivation is that it is useless to retransmit the packets to source after UL switch since any unconfirmed packets will be transferred to target. However this implies that the PDCP/RLC need to coordinate with each other on which packets shall be discarded. 

Question 2.6-3: Do companies see the need to have the discard indication in source from PDCP to RLC upon UL switching? 
	Company
	Yes/No
	Remark 

	Ericsson
	No
	It seems it is only the PDCP PDUs that the source RLC entity has not started to transmit that can be discarded. Otherwise the receiving RLC entity on the network side will see lost packets and will request RLC retransmissions. If this is correct the indication does not seem needed since a PDCP entity can achieve the same thing by delivering the PDCP PDU to the RLC entity “just-in-time”, i.e. the PDCP PDU is delivered to the RLC entity just before the the RLC transmission starts. 

	Samsung
	No but
	We have some sympathy with this. 
Since we already have such coordination and discard indicaton for PDCP discard timer and packet duplication, the proposed indication could be useful to avoid unnecessary transmission. 
However, for RLC UM, it would be beneficial to allow transmission of the pre-processed data to the source rather than discarding given that UM DRB starts to transmit data to the target after UL switching, which have never been submitted to lower layer. 
Our understanding is that the majority assume no impact on RLC entity during DAPS handover.

	NEC
	No
	There is no need to stop any on going RLC (re)transmission and MAC (re)transmission on the source side after UL swtich.

	LG
	Yes
	In current specification, when the PDCP entity indicates the discard indication to the RLC entity, the RLC entity discards the RLC SDU only when the RLC SDU is not transmitted yet. Otherwise, the RLC entity keeps the on-going RLC retransmission. Thus, there is no impact on the RLC re-transmission, i.e., the change of the RLC specification is not needed.

In eMOB, it was agreed that the PDCP entity for AM DRBs performs the retransmission from the first PDCP SDU for which the successful delivery of the corresponding PDCP Data PDU has not been confirmed by the lower layer upon indicating uplink data switch. In other words, the PDCP entity retransmits some PDCP PDUs, which were already submitted to the source RLC entity, to the target RLC entity. Thus, it causes the redundant transmission. 
In addition, considering that the motivation of the single uplink transmission in DAPS is to avoid uplink power-sharing, the transmission of the PDCP SDUs stored in the source RLC entity after uplink data switching should be minimized.

As commented by Samsung, the discard indication is not useful for UM DRBs, but it is useful for AM DRBs. Thus, we think that the discard indication is introduced for AM DRBs.

	ETRI
	No
	Same view as Samsung

	Sharp
	No
	Agree with Ericsson

	OPPO
	No
	We share the same view as NEC that UE does not stop any on going RLC (re)transmission and MAC (re)transmission on the source side after UL switch.

	QC
	No
	

	Nokia
	No
	No need for defining such actions and associate them with the reception of first UL grant from the target. Such actions shall happen only upon the reception of source release message.

	Lenovo
	No
	

	vivo
	No
	

	Docomo
	No
	

	CATT
	No
	Agree with Samsung

	MediaTek
	No
	Our understanding is that ongoing (re)transmissions can be kept in source even after UL data switching.

	Intel
	No
	

	ZTE
	No
	



Summary: 16 companies provided inputs
The need of discard indication in source from PDCP to RLC upon UL switching? 
Yes: 1
No: 15
No but: 1
Rapporteur would suggest to go for majority.  
[bookmark: _Hlk37397482]Proposal S2.6-3: Do not introduce discard indication in source from PDCP to RLC upon UL switching.

Issue 2.6-4: PDCP anchor relocation in DAPS [18] 
The proposals from [18] are 

Observation 1: Option 1 can make better use of the benefit of simultaneous transmission of the source and target.
Observation 2: RAN3’s working assumption implies that the PDCP anchor may be relocated to the target upon handover success.
Proposal 1: After the DL PDCP SN anchor is switched to the target, the target node only allocates PDCP SN to itself, even if source node is not released.
Proposal 2: PDCP SN anchor is switched to the target node when source node is released. Send LS to RAN3 to inform RAN2 decision.
From Rapporteur perspective, it is pure RAN3 issue and should be solved there instead of RAN2.
 
Question 2.6-4: Do companies agree that the issue on PDCP anchor relocation in DAPS should not be discussed in RAN2? 

	Company
	Yes/No
	Remark 

	Ericsson
	Yes
	The anchor relocation occurs when the source node sends the final SN STATUS TRANSFER over X2/Xn. This is already being discussed in RAN3.

	Samsung
	Yes
	

	NEC
	Yes
	RAN3 has agreed the source eNB does not stop assigning PDCP SNs to downlink packets until it receives the HO SUCCESS message and sends the SN STATUS TRANSFER message to the target eNB.

	LG
	Yes
	Agree with Rapporteur.

	ETRI
	Yes
	Agree with Rapporteur.

	Sharp
	Yes
	Agree with Rapporteur.

	OPPO
	Yes
	Agree this is handled by RAN3.

	QC
	Yes
	

	Nokia
	Yes
	

	Apple
	Yes
	It should be discussed in RAN3.

	Lenovo
	Yes
	

	vivo
	Yes
	

	Docomo 
	Yes
	

	CATT
	Yes
	Agree with Rapporteur.

	MediaTek
	Yes
	

	Intel
	Yes
	

	ZTE
	Yes
	



Summary: 17 companies provided inputs
Leave the disucssion on PDCP anchor relocation in DAPS to RAN3
Yes: 17
Rapporteur would suggest to go for majority.  
[bookmark: _Hlk37397496]Proposal S2.6-4: Leave the disucssion on PDCP anchor relocation in DAPS to RAN3.

Issue 2.6-5: How to handle the PDCP state variables [19], LTE specific
Cited from [19] 
	
	Normal PDCP
	DAPS PDCP

	LTE UM DRB
	Next_PDCP_RX_SN
	Next_PDCP_RX_SN
Last_Submitted_PDCP_RX_SN
Reordering_PDCP_RX_COUNT

	LTE AM DRB
	Next_PDCP_RX_SN
Last_Submitted_PDCP_RX_SN
	Next_PDCP_RX_SN
Last_Submitted_PDCP_RX_SN
Reordering_PDCP_RX_COUNT

	LTE AM DRB with reordering
	Next_PDCP_RX_SN
Last_Submitted_PDCP_RX_SN
Reordering_PDCP_RX_COUNT
	Next_PDCP_RX_SN
Last_Submitted_PDCP_RX_SN
Reordering_PDCP_RX_COUNT

	NR DRB
	RX_NEXT
RX_DELIV
RX_REORD
	RX_NEXT
RX_DELIV
RX_REORD


Table 1. State variables for PDCP receive operation
To reuse the current reordering function, we think that LTE DAPS PDCP should maintain three state variables, i.e. Next_PDCP_RX_SN, Last_Submitted_PDCP_RX_SN, and Reordering_PDCP_RX_COUNT while that NR DAPS PDCP should maintain three state variables, i.e. RX_NEXT, RX_DELIV, and RX_REORD as shown in the table.


Question 2.6-5-1: For LTE DAPS AM DRB, should we introduce “Reordering_PDCP_RX_COUNT”?
	Company
	Yes/No
	Remark 

	Ericsson
	Yes
	Would be good to clarify that we are not introducing a new variable, we are re-using the one used for AM DRBs with re-ordering.

	Samsung
	Yes
	

	NEC
	Yes
	

	LG
	No
	We think the DAPS-capable bearer should be configured with PDCP reordering from the beginning. Then, we don’t need to think about this issue.
 

	ETRI
	Yes
	

	Sharp
	Yes
	

	OPPO
	Yes 
	

	QC
	Yes
	

	Nokia
	Yes
	With the explanation from Ericsson.

	Apple
	Yes
	

	vivo
	Yes
	

	Docomo
	Yes
	

	CATT
	Yes
	

	MediaTek
	Yes
	

	Intel
	Yes
	

	ZTE
	Yes
	



Summary: 16 companies provided inputs
Reordering_PDCP_RX_COUNT for DAPS DRB:
Yes: 15
No: 1, but based on the comments “DAPS DRB is configured with PDCP reordering from the beginning”, looks like it implies PDCP_RX_COUNT is needed. 
Rapporteur would suggest to go for majority.  
[bookmark: _Hlk37397511]Proposal S2.6-5-1: Reordering_PDCP_RX_COUNT used for AM DRB reordering is needed for DAPS DRB.

Question 2.6-5-2: For LTE DAPS UM DRB, should we introduce “Last_Submitted_PDCP_RX_SN, Reordering_PDCP_RX_COUNT” ? 
	Company
	Yes/No
	Remark 

	Ericsson
	Yes
	Would be good to clarify that we are not introducing new variables, we are re-using the one used for AM DRBs with re-ordering.

	Samsung
	Yes
	

	NEC
	Yes
	

	LG
	No
	We think the DAPS-capable bearer should be configured with PDCP reordering from the beginning. Then, we don’t need to think about this issue.

	ETRI
	Yes
	

	Sharp
	Yes
	

	OPPO
	Yes 
	

	QC
	Yes
	

	Nokia
	Yes
	

	Apple
	Yes
	

	vivo
	Yes
	

	Docomo
	Yes
	

	CATT
	Yes
	

	MediaTek
	Yes
	

	Intel 
	Yes
	

	ZTE
	Yes
	



Summary: 16 companies provided inputs
Last_Submitted_PDCP_RX_SN, Reordering_PDCP_RX_COUNT 
Yes: 15
No: 1, but based on the comments “DAPS DRB is configured with PDCP reordering from the beginning”, looks like it implies these two variables are needed. 
Rapporteur would suggest to go for majority.  
[bookmark: _Hlk37397522]Proposal S2.6-5-2: Last_Submitted_PDCP_RX_SN and Reordering_PDCP_RX_COUNT used for AM DRB reordering are needed for DAPS DRB.

Since Last_Submitted_PDCP_RX_SN and Reordering_PDCP_RX_COUNT are not in use for LTE UM DRB and Reordering_PDCP_RX_COUNT is not in use for LTE AM DRB without reordering, these two state variables should be initialized upon PDCP reconfiguration from normal PDCP to DAPS PDCP. 
In order not to trigger a reordering upon PDCP reconfiguration, Reordering_PDCP_RX_COUNT should be set to the COUNT value associated to RX_HFN and Next_PDCP_RX_SN.
If answers to Q 2.6-5-1/2 are yes,
Question 2.6-5-3: Should Reordering_PDCP_RX_COUNT to be set to the COUNT value associated to RX_HFN and Next_PDCP_RX_SN upon PDCP reconfiguration for LTE UM DRB and LTE AM DRB without reordering from normal PDCP to DAPS PDCP?
	Company
	Yes/No
	Remark 

	Ericsson
	Yes
	

	Samsung
	Yes
	

	NEC
	Yes
	

	LG
	No

	Reordering_PDCP_RX_COUNT can have any value if reordering is not running. For this reason, the initival value of Reordering_PDCP_RX_COUNT is not specified in the PDCP specification. 

	ETRI
	Yes
	

	Sharp
	Yes
	

	OPPO
	Yes 
	

	QC
	Yes
	

	Nokia
	Yes
	

	Apple
	Yes
	

	vivo
	Yes
	

	Docomo
	Yes
	

	CATT
	Yes
	

	MediaTek
	Yes
	

	Intel
	Yes
	

	ZTE
	Yes
	



Summary: 16 companies provided inputs
Reordering_PDCP_RX_COUNT to be set to the COUNT value associated to RX_HFN and Next_PDCP_RX_SN upon PDCP reconfiguration for LTE UM DRB and LTE AM DRB without reordering from normal PDCP to DAPS PDCP 
Yes: 15
No: 1
Rapporteur would suggest to go for majority.  
[bookmark: _Hlk37397537]Proposal S2.6-5-3: Reordering_PDCP_RX_COUNT is set to the COUNT value associated to RX_HFN and Next_PDCP_RX_SN upon PDCP reconfiguration for LTE UM DRB and LTE AM DRB without reordering from normal PDCP to DAPS PDCP.

If answers to Q 2.6-5-1/2 are yes,
Question 2.6-5-4: Should Last_Submitted_PDCP_RX_SN to be set to [(Next_PDCP_RX_SN-1) modulo (Maximum_PDCP_SN+1)] upon PDCP reconfiguration for LTE UM DRB from normal PDCP to DAPS PDCP.? 
	Company
	Yes/No
	Remark 

	Ericsson
	Yes
	

	Samsung
	Yes
	

	NEC
	Yes
	

	LG
	
	We think the DAPS-capable bearer should be configured with PDCP reordering from the beginning. Then, we don’t need to think about this issue.

	ETRI
	Yes
	

	Sharp
	Yes
	

	OPPO
	Yes
	

	QC
	Yes
	

	Nokia
	Yes
	

	Apple
	Yes
	

	vivo
	Yes
	

	Docomo
	Yes
	

	CATT
	Yes
	

	MediaTek
	Yes
	

	Intel
	Yes
	

	ZTE
	Yes
	



Summary: 16 companies provided inputs
Last_Submitted_PDCP_RX_SN is set to [(Next_PDCP_RX_SN-1) modulo (Maximum_PDCP_SN+1)] upon PDCP reconfiguration for LTE UM DRB from normal PDCP to DAPS PDCP
Yes: 15
No: 1
Rapporteur would suggest to go for majority.  
[bookmark: _Hlk37397559]Proposal S2.6-5-4: Last_Submitted_PDCP_RX_SN is set to [(Next_PDCP_RX_SN-1) modulo (Maximum_PDCP_SN+1)] upon PDCP reconfiguration for LTE UM DRB from normal PDCP to DAPS PDCP.

In LTE, the AM DRB can be reconfigured with split AM DRB by reconfiguring the PDCP receive operation without reordering to the PDCP receive operation with reordering. 
Note that the reordering function is still maintained to process the buffered data or possible data due to LTE RLC re-establishment when split AM DRB is reconfigured with non-split AM DRB, i.e. SCG release.
In the same reason, we think it would be better to maintain the reordering function even if DAPS PDCP is reconfigured with normal PDCP upon the source release.  

Question 2.6-5-5: For the change from DAPS PDCP to the normal PDCP upon the source release, should the reordering function be still maintained? 
	Company
	Yes/No
	Remark 

	Ericsson
	-
	From the description above I don’t understand why the re-ordering function need to be maintained. Maybe the rapporteur or the author of [19] can explain?

	Samsung
	Yes
	Regarding Ericsson’s comment, if there is any stored data (i.e. ouf-of-order data), we think it should be handled by reordering, i.e. the out-of-order data should be delivered to the upper layer only when the PDCP SN gap is filled or the reordering timer is expired unless DRB itself is released. The proposed behaviour is just for the continuity of bearer handling.  

	NEC
	Yes
	The reordering function should be kept, as the packets not successfully sent by the source need to be etransmitted by the target, without the reordering funcition maintained, the reodering window shall be pushed which lead to packets missing.

	LG
	Yes
	We think the DAPS-capable bearer should be configured with PDCP reordering from the beginning. Then, we don’t need to think about this issue.

	ETRI
	Yes
	Same view as Samsung, then when to stop the reordering function can be an issue.

	Sharp
	
	It could be left to UE implementation and doesn’t need to be specified.

	OPPO
	Yes 
	The reordering function should be maintained to process the buffered data. How to handle this can be left to UE implementation.

	QC
	Yes
	Same view as Samsung. But we think for DAPS DRB, there is no need to configure PDCP re-ordering function from beginning as LG commeneted above.
Alternatively it can be left to UE implementation as well.

	Nokia
	Yes
	Reordering function can be still useful if there is any buffered data.

	Apple
	Yes
	Agree with Samsung. And it can be up to UE implementation.

	Vivo
	Yes
	This can be up to the UE implementation.

	Docomo
	Yes
	Agree with Samsung.

	CATT
	Yes
	The reordering function should be kept to handle ouf-of-order data

	MediaTek
	Yes
	The could be left for UE implementation.

	Intel
	Yes
	Agree with Samsung

	ZTE
	Yes
	It can be up to the UE implementation.


Summary: 16 companies provided inputs
For the change from DAPS PDCP to the normal PDCP upon the source release, the reordering function is still maintained 
Yes: 11
UE implemention: 2
Yes+UE implementation: 4
Rapporteur would suggest to go for majority.  
[bookmark: _Hlk37397571]Proposal S2.6-5-5: For the change from DAPS PDCP to the normal PDCP upon the source release, the reordering function is still maintained.


Issue 2.6-6: Need of indication of DAPS handover execution to the source just before the initial UL transmission in the target or upon uplink data switching [5][21]
The proposals from [5][21] are 
Proposal 3: We suggest that RAN2 consider to introduce new indication information from UE to notify the source gNB after the UE performs the UL switching.
Proposal 1: RAN2 is requested to introduce the “Bye” message in DAPS HO and consider that if the source link is still available, the UE sends the “Bye” message to the source, 
- Option 1: just before the initial UL transmission in the target cell; 
- Option 2: upon receiving Msg2 in the target cell;
- Option 3: after RA preamble transmission in the target cell; 
- Option 4: the order the UE sends the “Bye” message to the source and performs the RA procedure towards the target is not defined.
	Comment by ETRI_hsp: I think the text is not from [21]. 
The motivation mentioned in companies’ contributions are:
· it can get the best DL and UL interruption time;
· in both CFRA and CBRA cases, DAPS HO with Bye outperforms with PDCP status report and without PDCP status report, in almost cases;
· an intermediate SN status transfer triggered by “Bye” is a good compromise between the redundancy and the latency in DAPS HO; 
· Could avoid the unnecessary scheduling from source;
However, RAN2 has agreed “2  Once HO command is successfully received, UE can switch the RRC protocol signaling processing towards the target cell to receive any further RRC messages.”, so far in the specification, it is captured as “suspend source SRBs upon receiving DAPS HO command”, the UE cannot send the RRC indication to the source unless the UE maintains two RRC entities with source and target simultaneously;
If the need of indication of DAPS handover exeution to the source is agreed, RAN2 can re-consider the agreement. For example, the UE can send “Bye” message just before the initial UL transmission in the target cell, and the UE can switch the RRC protocol signaling processing towards the target cell right after triggering “Bye” message. If so, the UE does not need to maintain two RRC entities simultaneously.
Question 2.6-6: Do companies see the need to have the bye message from the UE to the source just before the initial UL transmission in the target or upon UL switching? 
	Company
	Yes/No
	Remark 

	Ericsson
	No
	Not in Rel-16.  A “bye” message may be useful if DAPS handover is combined to with CHO in Rel-17.

	Samsung
	No
	

	NEC
	No
	No time to specify “bye” message in this release.

	LG
	No
	We do not see the benefit to introduce the bye message.

	ETRI
	Yes
	The root cause: in current DAPS handover, the source does not know exactly when the UE will access the target or perform UL data switching. It causes several problems as below.
Problem#1: for UL, only late data forwarding is supported and this could result in more interruption for UL.
Problem#2: the target cell may perform unnecessary transmission of PDCP data due to early data forwarding and this could result in more interruption for DL.
Problem#3: the source might send intermediate SN status transfer periodically or frequently and this could result in ignalling overhead.
Problem#4: the source may keep on providing UL grants and this could result in the waste of UL resources.
Problem#5: there is a problem of the unsynchronized source + target configuration and this could result in performance degradation.
Problem#6: In the combination of CHO and DAPS handover (, although RAN2 agreed that it is not supported in Rel-16), there are several issues (e.g., the coordinated configuration and data forwarding) to be solved and this could result in considerable performance degradation.
Solution: the indication of DAPS handover execution to the source let the source know exactly when the UE will access the target and it is a root cause solution resolving above problems at once.

	Sharp
	No
	The proposal seems not for critical issue. We prefer not to introduce it in Rel-16.

	OPPO
	No 
	

	QC
	No
	

	Nokia
	No
	Time to say goodbye to bye message.

	Apple
	No
	

	Lenovo
	No
	

	vivo
	No
	

	Docomo
	No
	

	CATT
	No
	This can be discussed in Rel-17

	MediaTek
	No
	This may be useful but it’s too late to discuss such an issue about fundental signalling flow.

	Intel
	No
	

	ZTE
	No
	Same view as Ericsson.



Summary: 17 companies provided inputs
The bye message from the UE to the source just before the initial UL transmission in the target or upon UL switching 
Yes: 1
No:16
Rapporteur would suggest to go for majority.  
[bookmark: _Hlk37397585]Proposal S2.6-5-6: Do not introduce bye message from UE to the source upon UL switching.

2.7 Any other open issues?
Companies are invited to provide your open issue list for issues not covered in .above sections (not limited to RRC). 
Question 2.7-1: Any other open issues? 
	Company
	Open issue lists

	Huawei, HiSilicon
	In NR mobility status report, one open issue is left in RAN1 but it needs to be resolved in RAN2 as below
“Whether or not to describe the UE behaviour for when PRACH is transmitted in source cell and PUSCH/PUCCH/SRS is transmitted in the target cell when source and target cell are in the same band (pending RAN2 conclusion/decision).”
In our opinion, firstly RAN2 need to figure out if RACH towards source is still permitted even after RACH towards target is successful.
If the answer is no, we only see the possibility that PRACH towards source and PUSCH towards target can happen simultaneously; if the answer is yes, PRACH towards source and PUSCH/PUCCH/SRS towards target can happen simultaneously

	Ericsson
	A few more issues that need to be addressed:

1) How to configure the PDCP status reporting for the DAPS DRBs from RRC. Are the first and second second PDCP status report jointly controlled via the statusReportRequired or should they be individually controlled?
2) How to handle subsequent handovers after a DAPS handover that are performed before source cell has been released.
3) Confirm that DAPS handover and RACH-less handover can be combined in LTE
4) Definition of maxSCH-TB-BitsDL/maxSCH-TB-BitsUL in NR.

	QC
	See Q.2.2-4 response
1) How UE reports PDCP NACKs in PDPC Status Report upon UL switching




Added in phase 2 discussion. 
3 Phase 2 discussion (Deadline April 8th )
[bookmark: _Hlk37397660]Question 3-1: Do companies see the need to allow LTE DAPS+LTE RACH-less ? (may have RRC impact)
	Company
	Yes/No
	Remark 

	Ericsson
	Yes
	

	QC
	No
	

	ZTE
	
	No strong point. If the spec impact is small, can support it.

	Intel
	No
	

	OPPO
	No
	

	Samsung
	Yes
	We don’t see a big impact on the support of DAPS handover on top of RACH-less. The current RRC CR doesn’t seem to exclude the configuration of RACH-less + DAPS handover.
The main issue would be how to specify the time point of UL switching during RACH-less + DAPS handover.

	LG
	No
	

	Sharp
	No
	Prefer not to support in Rel-16.

	Huawei, HiSilicon
	No
	

	Vivo
	No
	

	Nokia
	No
	There would be several issues to clarify (e.g. UL switching, etc.) if we agree to support it. Thus, we think there is no time for that in Rel-16



Summary: 12 companies provided inputs
Allow LTE DAPS+LTE RACH-less 
Yes: 2
No:10
Rapporteur would suggest to go for majority.  
[bookmark: _Hlk37397724]Proposal S3.1: LTE DAPS+ LTE RACH-less is not allowed.

The PDCP status report for UM DRBs is needed for DAPS HO.
Question 3-2: Should the support of PDCP status report for UM DRB be optional for DAPS capable UE? (may have RRC impact)
	Company
	Yes/No
	Remark 

	Ericsson
	No
	We should try to reduce the numner of sub-capabilities if possible.

	QC
	No
	

	ZTE
	No
	Agree with Ericsson.

	Intel
	No
	Agree with Ericsson.

	OPPO
	
	We don’t see 11:8 as clear majority of supporting PDCP status report for UM DRB and we don’t agree to Proposal S2.2-1-1. The baseline for UM DRB is not having PDCPC status report and we should follow the baseline with the outcome of phase 1 discussion. 

	Samsung
	No
	

	LG
	No
	

	Sharp
	Yes
	If PDCP status repport is supported for DAPS UM DRB, it should be limited for DAPS.

	Huawei, HiSilicon
	Yes
	It would be better to make it optional for UE.

	vivo
	No but
	If we do not change the current format of the PDCP status report, this probably can be mandatory for DAPS capable UE.

	Nokia
	No
	



Summary: 12 companies provided inputs
PDCP status report for UM:
Optional: 3
1 company think we should not agree the support of PDCP status report for UM. 
Rapporteur would suggest to go for majority.  
[bookmark: _Hlk37398220]Proposal S3.2: PDCP status report for UM is mandatory for DAPS capable UE.

5.3.10.3        Detection of radio link failure
The UE shall:
43> if dapsConfig is configured for any DRB:
2> upon T310 expiry in source; or
2> upon random access problem indication from source MCG MAC; or
2> upon indication from source MCG RLC that the maximum number of retransmissions has been reached:
3> consider radio link failure to be detected for the source MCG i.e. source RLF;
4> suspend all DRBs in the source;
4> release the source connection.
The issue is raised in the phase 1 discussion, i.e. whether bullet 4 should be changed to bullet 3? The suggested changes are:
5.3.10.3        Detection of radio link failure
The UE shall:
43> if dapsConfig is configured for any DRB:
2> upon T310 expiry in source; or
2> upon random access problem indication from source MCG MAC; or
2> upon indication from source MCG RLC that the maximum number of retransmissions has been reached:
3> consider radio link failure to be detected for the source MCG i.e. source RLF;
43> suspend all DRBs in the source;
43> release the source connection.

Question 3-3: Do companies agree the suggested changes as above? (RRC Impact)
	Company
	Yes/No
	Remark 

	Ericsson
	Yes
	

	QC
	Yes
	

	ZTE
	Yes
	

	Intel
	Yes
	

	OPPO
	Yes
	

	Samsung
	Yes
	

	LG
	Yes
	

	Sharp
	Yes
	

	Huawei, HiSilicon
	Yes
	

	vivo
	Yes
	

	Nokia
	Yes
	



Summary: 12 companies provided inputs
All companies agreed the changes.
Rapporteur would suggest to go for majority.  
[bookmark: _Hlk37398320]RRC S3.3: Agree below RRC changes:
3> consider radio link failure to be detected for the source MCG i.e. source RLF;
43> suspend all DRBs in the source;
43> release the source connection.


For RRC S2.3-4 in phase 1: Capture UL switching indication in RRC as:
2> If dapsConfig is configured for any DRB:
3> for each DRB configured with DAPS PDCP, trigger UL data switching, as specified in TS 38.323 [5];
1 company mentioned, the condition, “If dapsConfig is configured for any DRB” is not really needed, which looks redundant. 

Question 3-4: Do companies agree the “2> If dapsConfig is configured for any DRB” is not needed and should not be added for UL switching indication? (RRC Impact)
	Company
	Yes/No
	Remark 

	Ericsson
	Yes
	

	QC
	Yes
	

	ZTE
	Yes
	

	Intel
	Yes
	It should be applied for both LTE and NR RRC. 

	OPPO
	Yes
	

	Samsung
	Yes
	We think “for each DRB configured with DAPS PDCP” is already clear.

	LG
	Yes, but
	We have concerns on the text “for each DRB configured with DAPS PDCP, trigger UL data switching, as specified in TS 38.323 [5]”, because there PDCP specification does not specify “trigger UL data switching”. What is described in PDCP specification is what the PDCP should do when the UL data switching is requested. Thus, the text should be changed to “for each DRB configured with DAPS PDCP, request uplink data switching to the PDCP entity”.
By the way, we have concerns on using the terminology “DAPS PDCP”. From the PDCP point of view, “DAPS PDCP entity” or “normal PDCP entity” are all a PDCP entity, the difference being whether the PDCP entity is configured with “DAPS”. Calling them with different names makes more confusion. Thus, our suggestion is using “DAPS bearer” instead of “DRB configured with DAPS PDCP”. We’ll submit a paper on this.
The final text would be: “for each DAPS bearer, request uplink data switching to the PDCP entity”.

	Sharp
	Yes
	

	Huawei, HiSilicon
	Yes
	We share the same view with LG.

	vivo
	Yes
	Maybe some text alignement between RRC and PDCP is needed.

	Nokia
	Yes
	It is redundant, indeed.



Summary: 12 companies provided inputs
All companies agreed “2> If dapsConfig is configured for any DRB:” is not needed. 

Rapporteur would suggest to go for majority.
[bookmark: _Hlk37398940]RRC S3.4-1: Do not add 2> If dapsConfig is configured for any DRB when capturing UL switching indication in RRC;
One company raised issue that there is misalignment between PDCP and RRC:

PDCP specification does not specify “trigger UL data switching”. What is described in PDCP specification is what the PDCP should do when the UL data switching is requested. Thus, the text should be changed to “for each DRB configured with DAPS PDCP, request uplink data switching to the PDCP entity”.
From the PDCP point of view, “DAPS PDCP entity” or “normal PDCP entity” are all a PDCP entity, the difference being whether the PDCP entity is configured with “DAPS”. Calling them with different names makes more confusion. Thus, our suggestion is using “DAPS bearer” instead of “DRB configured with DAPS PDCP”. We’ll submit a paper on this.
The final text would be: “for each DAPS bearer, request uplink data switching to the PDCP entity”.
Rapporteur tends to agree the concern from LG, and would suggest to change it as 
3> for each DRB configured with dapsConfig, request uplink data switching to the PDCP entity, as specified in TS 38.323 [5];
RRC S3.4-2: To discuss whether to UL switching indication in RRC as 
3> for each DRB configured with dapsConfig, request uplink data switching to the PDCP entity, as specified in TS 38.323 [5];



For SRB:
1 Based on 5.3.5.6.1, if DAPS is configured, the UE will perform the SRB addition or reconfiguration as specified in 5.3.5.6.3, no matter whether SRB configuration is contained in DAPS HO command or not;
2
If the security key is changed (state vaiables (e.g. counter) are start from the beginning):
Establish a PDCP entity for the target as specified in TS 38.323 [5], with the same configuration as the PDCP entity for the source; and then configure key, algorithms based on the securityConfig;
If the security key is not changed (state vaiables (e.g. counter) are maintained based on source)::
Establish a PDCP entity for the target with state variables continuation as specified in TS 38.323 [5], with the same configuration, the state variables and security configuration as the PDCP entity for the source;
4 Reconfigure PDCP configuration accordingly if the pdcp-Config is included:

The comments from 2 companies are whether we can align SRB and non-DAPS DRB handling, i.e. 
For both SRB and non-DAPS DRB:
Option 1: PDCP and RLC entity are established for the target and the source SRB/DRB are suspended upon receiving the DAPS handover command. In case of fallback to source, the source SRB/DRB are resumed and the target PDCP and RLC entities are released. Or
Option 2: The PDCP and RLC entity are re-established upon receiving the DAPS handover command. In case of fallback the UE configuration for the DRB/SRB in the source is restored, i.e. the PDCP and RLC entity are reverted to the state they had before the DAPS handover was triggered.
Option 3: keep current handling, i.e. SRB and non-DAPS handling are different;
Question 3.5: do you see the need to have same handling on SRB and non-DAPS DRB? Which option do you prefer? 
	Company
	Option 1, 2, 3
	Remark 

	Ericsson
	Option 2
	Both option 1 and 2 work but we prefer option 2 since it is more similar to legacy handover and also seems simpler.

	QC
	Option 3
	If we follow SRB approach for Non-DAPS DRBs, from UE perspective, upon receiving DAPS HO command, UE has to suspend source Non-DAPS DRB and it has to establish target Non-DAPS DRB. This requires double L2 resource (including L2 memory), which defeats the purpose of simplification by using non-DAPS DRBs.

	ZTE
	Option 2 or option 3
	Actually, we slightly prefer to perform PDCP re-establishement for non-DAPS DRB only when the random access is successfully completed to the target to simplify the fall-back handling. But if majority prefer to keep the handling for non-DAPS DRB as captured in the current RRC CR, we are also fine to keep it and prefer to have same handling on SRB and non-DAPS DRB.

	Intel
	Option 3
	

	OPPO
	Option 3
	

	Samsung
	Option 3
	Due to the security issue for SRB (i.e. the handover case without security key change), now it would be better to have different handling for SRB and non-DAPS DRB.

	LG
	Option 3
	

	Sharp
	Option 3
	Option 1 and Option 2 are different from the past agreements, and would be controversial

	Huawei, HiSilicon
	Option 3
	

	vivo
	Option 3
	

	Nokia
	Option 3
	We are OK to keep the current handling.



Summary: 12 companies provided inputs
Same handling on SRB and non-DAPS DRB:
Option 2: 2
Option 3 (same as current CR): 11
Rapporteur would suggest to go for majority.
[bookmark: _Hlk37399330]RRC S3.5: Do not try to align the handling of SRB and non-DAPS DRB upon receiving DAPS HO command and upon fallback;


In addition, as commented by 1 company, 
If the majority want to keep the above text, then we wonder whether we should have separate procedure based on the security key change. 
Our understanding is as follows:
1. Regardless of security key change, 
· Establish a PDCP entity for the target with state variables continuation as specified in TS 38.323 [5], with the same configuration, the state variables and security configuration as the PDCP entity for the source;
2. If reestablishPDCP for SRB is configured(i.e. security key change)
· The state variables will be reset by PDCP re-establishement.
3. Otherwise, the state variables are left as those of the source due to no PDCP re-establishment and it implies the case without security key change
Question 3.6: do you see the need to have the change as proposed above? 
	Company
	Yes/No
	Remark 

	Ericsson
	-
	As indicated in the previous question we prefer to not establish a new PDCP entity for the SRBs, i.e. the same PDCP entity is used for both source and target.

	QC
	May be Yes
	We prefer to establish new PDCP for target SRB. See our response to Q3.5 as well.

	ZTE
	
	No strong view. 

	Intel
	
	No strong view.

	OPPO
	Yes
	

	Samsung
	Yes
	As in legacy, the security key update can be done by PDCP re-establishment and it can distinguish intra-HO without security key change from inter-HO with security key change.

	LG
	Yes
	

	Sharp
	Yes, but
	We prefer the above proposed approach, but current approach in the CR is also fine.

	Huawei, HiSilicon
	
	No strong view

	vivo
	Yes
	




Summary: 11 companies provided inputs
Regarding the changes:
1. Regardless of security key change, 
· Establish a PDCP entity for the target with state variables continuation as specified in TS 38.323 [5], with the same configuration, the state variables and security configuration as the PDCP entity for the source;
2. If reestablishPDCP for SRB is configured(i.e. security key change)
· The state variables will be reset by PDCP re-establishement.
3. Otherwise, the state variables are left as those of the source due to no PDCP re-establishment and it implies the case without security key change

Yes: 6
No strong view: 3
Rapporteur would suggest to go for majority.
[bookmark: _Hlk37399525]RRC S3.6: Change the handling on SRB for DAPS based on the below order:
1. Regardless of security key change, 
· Establish a PDCP entity for the target with state variables continuation as specified in TS 38.323 [5], with the same configuration, the state variables and security configuration as the PDCP entity for the source;
2. If reestablishPDCP for SRB is configured(i.e. security key change)
· The state variables will be reset by PDCP re-establishement.
3. Otherwise, the state variables are left as those of the source due to no PDCP re-establishment and it implies the case without security key change


Regarding the fallback handling for non-DAPS HO, following issues are raised in the phase 1 discussion:
1 company raised issues on whether counter will be reused if the key is not changed; 
If data can be transmitted in MSG3 for the non-DAPS DRBs during random access to the target cell, then the COUNT value need to be updated at fallback to source cell if the DAPS handover is performed without key change. Otherwise there is a risk of COUNT re-use.
2 companies raised question whether other options can be considered except existing way in the CR?
· Option 1: PDCP re-establishment twice (upon the reception of DAPS handover command and upon the fallback)
· Option 2: PDCP re-establishement only when the random access is successfully completed to the target.
· Option 3: It is up to implementation
· Option 4: same as in the CR, Revert back to the UE configuration used for the DRB in the source, includes PDCP, RLC states variables, the security configuration and the data stored in transmission and reception buffers in PDCP and RLC entities ;
1 company raised issue that
discardTimer should be maintained during DAPS handover, and the data for which discardTimer is expird should be discarded appropriately (by performing SDU discard) when revert back to the source configuration. Otherwise “zombie data” will be generated
Question 3.7-1: do you see the need to change existing way in the CR, e.g. (impact RRC)
· Option 1: PDCP re-establishment twice (upon the reception of DAPS handover command and upon the fallback)
· Option 2: PDCP re-establishement only when the random access is successfully completed to the target.
· Option 3: It is up to implementation
· 	Option 4: same as in the CR, Revert back to the UE configuration used for the DRB in the source, includes PDCP, RLC states variables, the security configuration and the data stored in transmission and reception buffers in PDCP and RLC entities ; 
	Company
	Option 1, 2, 3, 4
	Remark 

	Ericsson
	Option 4
	Some comments/questions on the other options:

(1) If the PDCP entity is re-established at fallback then this will reset the COUNT for UM DRBs. This would lead to COUNT re-use. For AM DRBs it could work though since the COUNT is maintained at PDCP re-establishment for AM DRBs.
(2) What happens if data is transmitted in MSG3 for a non-DAPS DRB in this case, i.e. data is transmitted during the random access procedure?
(3) This seems like a risky approach.

	QC
	Option 2 or 4
	

	ZTE
	Option 2 or option 4
	Slightly prefer option 2 to simplify the fall-back handling on non-DAPS DRB.

	Intel 
	Option 4
	Do not see the problem for the existing way in the CR. 

	OPPO
	
	We acknowledge the above issues mentioned by Ericsson, that re-establishing PDCP for UM DRBs will cause COUNT re-use. However, for option 4, we are not sure whether RLC state variables needs to be reverted back. We think the baseline for RLC should follow the same behavior as RLC re-establishmenet, i.e. setting those variables to the initial values like in legacy HO. 

	Samsung
	Option 2 
	Regarding Ericsson’s comment for Option 2, 
For CFRA case, the random access is already successfully completed upon the reception of RAR and UE re-establishes PDCP entities for non-DAPS DRBs and thus there would be no problem to transmit data in MSG3. 
For CBRA case, the data cannot be transmitted in MSG3 since UE suspend non-DAPS DRBs upon the reception of handover command and the random access is successfully completed only when the corresponding MSG4 is received.
Moreover, we think that Option 2 can resolve the security issue raised in Question 3.7-2 below. 
If the majority want to have Option 4, then we are fine with that.

	LG
	Option 2 or Option 4
	We think that Option 2 can simply solve the issue, but it is ok with Option 4 if the majority want to go Option 4.

	Sharp
	Option 4
	Agree with Ericsson.

	Huawei, HiSilicon
	Option 4
	Agree with Intel

	vivo
	Option 4 but
	Not sure if there is any COUNT reuse issue for Option 1 as the key is changed at PDCP re-establishment.
Maybe the handling of the non-DAPS DRB for LTE and NR would be different, as the LTE RLC entity would have stored packet from the target link which should not be wasted. Then revering the security back to source should be only after processing the packets in the RLC. Furthermore the stored RLC packets/segments from the target should not cause packet drop due to the packet duplication detection at the RLC.

	Nokia
	Option 4
	



Summary: 12 companies provided inputs
Fallback handling for Non-DAPS DRB:
Option 2, PDCP only reestablishment when RACH is successfully completed in target: 4
Option 4: same as existing CR, Revert back to the UE configuration used for the DRB in the source, includes PDCP, RLC states variables, the security configuration and the data stored in transmission and reception buffers in PDCP and RLC entities ; 10

Rapporteur would suggest to go for majority.
[bookmark: _Hlk37400001]RRC S3.7-1: For non-DAPS DRB handling, do not agree that PDCP only reestablishment when RACH is successfully completed in target:

Question 3.7-2: If follow existing way on the handling of non-DAPS DRB, do you see the issue on repeated counter if the key is not changed. If yes, how to sovle it? (may impact RRC)
; If data can be transmitted in MSG3 for the non-DAPS DRBs during random access to the target cell, then the COUNT value need to be updated at fallback to source cell if the DAPS handover is performed without key change. Otherwise there is a risk of COUNT re-use.
· 
	Company
	Yes/No
	Remark 

	Ericsson
	Yes
	To avoid the issue we should not revert the PDCP state (at least not the COUNT value) for non-DAPS DRBs during fallback when DAPS handover is performed without key change. Another option is to do as Qualcomm suggested and forbid data to be transmitted in MSG3 for non-DAPS DRBs. 

	QC
	
	To simplify, for DAPS, we can forbit data to be transmitted in Msg 3 for non-DAPS DRBs

	ZTE
	Yes
	Agree with QC.

	Intel
	Yes
	Agree with QC.

	OPPO
	Yes
	Agree with QC, but this might need to be specified in MAC spec for Msg3 restriction.

	Samsung
	Yes
	We think that Option 2 of Question 3.7-1 can resolve this issue. Please see the comments in Question 3.7-1. Based on the option of Question 3.7-1 we decide, we can discuss how to specify it to resolve this.

	LG
	Yes
	We think it would be good to forbid data transmission of non-DAPS DRBs in Msg3. It could be easily achieved by Option 2 of Question 3.7-1, because PDCP is re-established only when the random access is successfully completed to the target.


	Sharp
	Yes
	Agree with QC

	Huawei, HiSilicon
	Yes
	Agree with QC

	vivo
	
	Not sure the COUNT reuse during this rare case is a big issue to be resolved.

	Nokia
	Yes
	QC’s proposal could be applied, but this requires changes in several specifications. 



Summary: 12 companies provided inputs
Fallback handling for Non-DAPS DRB: the issue on repeated counter if the key is not changed.
Yes: 11
Most companies prefer to forbit data to be transmitted in Msg 3 for non-DAPS DRBs
Rapporteur would suggest to go for majority.
[bookmark: _Hlk37400230]Proposal S3.7-2: Forbid data transmission of non-DAPS DRBs in MSG3:

Question 3.7-3: If follow existing way on the handling of non-DAPS DRB, should discard timer keep running during DAPS HO? 
discardTimer should be maintained during DAPS handover, and the data for which discardTimer is expird should be discarded appropriately (by performing SDU discard) when revert back to the source configuration. Otherwise “zombie data” will be generated
· 
	Company
	Yes/No
	Remark 

	Ericsson
	Yes
	Thinks this makes sense. But I wonder how this works in legacy handover. If the legacy handover fails the UE reverts to the UE configuration in the source and triggers RRC re-establishment. The “UE configuration” includes state variables of DRBs so I assume this means discardTimer is also reverted. So it doesn’t seem we maintain the discardTimer at RRCreestablishment in legacy handover?





	QC
	Yes
	

	ZTE
	Yes
	

	Intel
	Yes
	But we do not see the specification impact since the timer is per PDCP SDU and is not stopped upon reestablishment/HO. 

	Samsung
	Yes
	We don’t expect that “zombie data” will be generated since there is no procedure to stop discardTimer. 
Note that even in legacy, there is no procedure to stop discardTimer in PDCP and RRC.

	LG
	Yes
	The discard timer is related to the QoS of the data, and should not be impacted by the DAPS HO.

	Sharp
	Yes
	For the comment from Ericsson, in legacy handover, discard timer is not needed to be maintained (i.e., doesn’t matter if it is maintained or not) because at fall back to the source, RRC connection is re-established and all DRBs are released and added by full configuration, i.e. everything is initialized.
Maintaining discard timer is special requirement for non-DAPS DRB fallback case.

	Huawei, HiSilicon
	Yes
	

	vivo
	Yes
	

	Nokia
	Yes
	



Summary: 12 companies provided inputs
Maintain discard timer for DAPS HO.
Yes: 12
Companies indicated that there is no mechanism to stop discard timer even in legacy HO. Then no additional changes are needed for DAPS HO. 
Rapporteur would suggest to go for majority.
[bookmark: _Hlk37400535]Proposal S3.7-3: Discard timer is maintained during DAPS HO:

The comments received during phase 1 discusssion on split ratio for DAPS HO is 
In LTE, the parameters maxSCH-TB-BitsDL/maxSCH-TB-BitsUL are defined in LTE as a percentage of the DL/UL data rate supported according the UE category. We need to discuss how these parameters should be defined for NR where we don’t have UE categories. One option is to signal the absolute value instead of a relative value.

ConfigRestrictInfoDAPS-r16 ::=       SEQUENCE {
powerCoordination-FR1-r16           SEQUENCE {
        p-maxNR-Source-r16                     P-Max                                                     OPTIONAL,
        p-maxNR-Target-r16                     P-Max                                                     OPTIONAL,
        powerControlMode-r16                   INTEGER (1..2)                                            OPTIONAL
}                                                                                       OPTIONAL,
maxSCH-TB-BitsDL-r16                INTEGER (1..100)                                    OPTIONAL,
maxSCH-TB-BitsUL-r16                INTEGER (1..100)                                    OPTIONAL
}

Question 3.8: For NR, should maxSCH-TB-BitsDL/ maxSCH-TB-BitsUL be defined as relative value as current CR or absolute value? If it is absolute value, what value range should be? If it is relative value, what reference should be? (RRC impact)
	Company
	Relative value (current CR) or absolute value?
	Remark 

	ZTE
	
	We think we should further discuss whether the coordination on maxSCH-TB-BitsDL, maxSCH-TB-BitsUL are needed, as raised in the agreement “To discuss whether coordination on maxSCH-TB-BitsDL, maxSCH-TB-BitsUL are needed. ” at last meeting.
In NR, it seems the supported max DL/UL data rate for each CC can be derived from the L1 parameters included in the FeatureSet (according to the calculation defined in 38.306 4.1). For MR-DC, we also not introduce the maxSCH-TB-BitsDL/UL to coordinate the TB size between MN and SN. Similar to MR-DC, it seems the maxSCH-TB-BitsDL/UL for DAPS HO can also be calculated/coordinated via FeatureSet. So we think there is no need to coordinate maxSCH-TB-BitsDL/UL for DAPS HO. 

	Intel
	
	Tend to agree with ZTE. 


Summary: 2 companies provided inputs
2 companies mentioned we may not need the coordination on maxSCH-TB-BitsDL, maxSCH-TB-BitsUL since for NR the supported max DL/UL data rate for each CC can be derived from the L1 parameters included in the FeatureSet (according to the calculation defined in 38.306 4.1).
Rapporteur would suggest to discuss.
[bookmark: _Hlk37400711]Disc S3.8: To discuss whether the coordination on maxSCH-TB-BitsDL, maxSCH-TB-BitsUL is needed for NR since for NR the supported max DL/UL data rate for each CC can be derived from the L1 parameters included in the FeatureSet (according to the calculation defined in 38.306 4.1)
The issue raised by company, a RAN1 conclusion is waiting for RAN2 decision:
In NR mobility status report, one open issue is left in RAN1 but it needs to be resolved in RAN2 as below
[bookmark: _Hlk36670760]“Whether or not to describe the UE behaviour for when PRACH is transmitted in source cell and PUSCH/PUCCH/SRS is transmitted in the target cell when source and target cell are in the same band (pending RAN2 conclusion/decision).”
[bookmark: _Hlk36670623]In our opinion, firstly RAN2 need to figure out if RACH towards source is still permitted even after RACH towards target is successful.
If the answer is no, we only see the possibility that PRACH towards source and PUSCH towards target can happen simultaneously; if the answer is yes, PRACH towards source and PUSCH/PUCCH/SRS towards target can happen simultaneously
Question 3.9: Is RACH allowed to source after RACH towards target is successful?
	Company
	Yes/No
	Remark 

	Ericsson
	No
	Don’t see a strong need. The only case would be for Scheduling Request (SR) but given that the UL data transmission has switched to the target cell at this point and the source cell will anyway be released shortly, being able to send SR doesn’t seem necessary.

	QC
	No
	UE should not be allowed to send RACH to source after receiving DAPS HO command .

	ZTE
	No
	Same view as Ericsson.

	Intel
	No
	Do not see the need.

	OPPO
	No
	Do not see the need.

	Samsung
	No
	Don’t see a need to perform RACH on source cell even after U switching is done. 

	LG
	Yes
	Actually, even if the UE is connected to the target, the UE may transmit the ROHC feedback and RLC status report. In addition, the UE does not know when the target cell indicates to release the source cell. Thus, until the source cell is released, the UE should perform normal operation to the source cell. We think RACH restriction is unnecessary.

	Sharp
	No
	

	Huawei, HiSilicon
	Yes
	Since uplink data transmission towards source cell continues even after RA towards target cell, at least uplink synchronization is needed. And considering we already have the RACH failure cause for source RLF, we think it can be allowed to perform RACH towards source cell after successful RA towards target cell.

	vivo
	Yes
	We should avoid too much specification changes on the source link MAC. We are not sure why we need to specify something to prohibit the scheduling/TA/BFR request of RACH.
If companies wants to prohibit the source RACH, maybe we should consider which RACH type should be prohibited.

	Nokia
	Yes
	We see no particular use case, but we have also already agreed that the full set of MAC functionalities is kept for source and target MAC entity. So we see no point now in restricting that.



Summary: 12 companies provided inputs
RACH is allowed to source after RACH towards target is successful
Yes: 5
No: 7

Companies who support RACH do not see the need to have specification impact to restrict it, and one company mentioned “ we have also already agreed that the full set of MAC functionalities is kept for source and target MAC entity. So we see no point now in restricting that.”
Rapporteur would suggest to follow the majority on 2,1-1,”Proposal S2.1-1: All the functions in Figure 4.2.2-1 will be supported by the source and target MAC entity in DAPS HO.”

[bookmark: _Hlk37401084]Proposal S3.9: Follow proposal S2.1-1, RACH is allowed to source after RACH towards target is successful.

The issue raised by company , how to configure the PDCP status reporting for the DAPS DRBs from RRC. Are the first and second second PDCP status report jointly controlled via the statusReportRequired or should they be individually controlled?

Question 3.10: Are the first and second second PDCP status report jointly controlled via the statusReportRequired or should they be individually controlled? (RRC Impact)
	Company
	Jointly control/ individually controlled (separate bits)
	Remark 

	Ericsson
	Individually controlled
	

	QC
	Individual control
	

	ZTE
	Individually controlled
	

	Intel
	
	Ok to have individually control, i.e. new bit to control the second report. 

	OPPO
	Individually controlled
	

	Samsung
	Jointly control
	We think that the second PDCP status report would be a small byte of data and thus no strong motivation would be foreseen to enable/disable this small optimization. 

	LG
	Jointly control
	Second PDCP status report is very minor thing, and we don’t see the need to introduce a separate bit for such a minor thing.

	Sharp
	Individually controlled
	

	Huawei, HiSilicon
	Jointly control
	

	vivo
	
	No strong view, but it seems ok to have the flexibility to have individual control.

	Nokia
	Jointly
	For simplicity (i.e. no new bit), jointly controlled



Summary: 12 companies provided inputs
Jointly control/ individually controlled (separate bits) on second PDCP status report:
Jointly: 5
Individually: 5
There is no clear consensus on whether we need a new bit to control second PDCP status report. 
[bookmark: _Hlk37401269]RRC S3.10: To discuss whether a new bit in RRC is needed to control second PDCP status report. 
The issue raised by company, how to handle subsequent handovers after a DAPS handover that are performed before source cell has been released. Rapporteur assume first we need to discuss whether this scenario is allowed or not?

Question 3.11: Can network trigger the subsequent HO after a DAPS HO before source cell has been released? If yes, how? (RRC impact)
	Company
	Yes/No
	Remark 

	Ericsson
	Yes
	If a handover is triggered before the source cell is released the source cell would either need to be explicitly released in the handover command or it would need to be implicitly released. 

Besides handover there are also some other RRC procedures that can be triggered before the source cell is released and that we need to discuss whether to support.

(1) Inter-RAT handover
(2) Suspension of the UE to RRC_INACTIVE

We don’t think (1) is necessary to suppory but (2) should be supported.
 

	QC
	Yes
	As Ericsson suggested, we are fine with “the source cell would either need to be explicitly released in the handover command or it would need to be implicitly released.”

	ZTE
	Yes
	It seems no need to restrict the NW ehavior and the current signaling has supported this operation. In such case, we slightly prefer to explicitly release the source in the HO command.

	Intel
	Depends on
	We agree that we do not need to restrict the network behavior. But it should be released by new target instead of introducing a new UE release behavior. 

	OPPO
	No
	We think a proper network implementation should first release the source cell and then trigger the subsequent HO, because they are both issued by the DAPS target cell and should be coordinated well by the DAPS target cell. Note that these two messages can be sent in the same TTI to the UE. For the option of explicit release in the HO command, we don’t think it works since the new target cell does not know whether UE is still connected in the source cell in a DAPS HO.

	Samsung
	No
	HO to target cell is performed because the target cell was better than the source cell. Target cell is expected to release source configuration as soon as DAPS is completed. For a new HO from network, a measurement report from UE followed by HO preparation has to happen. This gives the network sufficient time to release the source cell. We don’t expect a new handover to be triggered immediately after HO success on target.

	LG
	
	Agree with Intel.

	Sharp
	Yes
	Agree with QC

	Huawei, HiSilicon
	No
	NW can acknowledge the successful release by receiving RRCreconfigurationComplete message. Then a HO command can be sent to UE if needed.

	viov
	
	Agree with Intel

	Nokia
	Yes
	And the source cell shall be released by the target in the new HO command. 



Summary: 12 companies provided inputs
[bookmark: _Hlk37401609]Network can trigger the subsequent HO after a DAPS HO before source cell has been released:
Yes: 5
NO:4
If support, explicit release by new target: 5

There is no clear consensus on Network can trigger the subsequent HO after a DAPS HO before source cell has been released. 
[bookmark: _Hlk37401693]RRC S3.11: To discuss whether Network can trigger the subsequent HO after a DAPS HO before source cell has been released. If yes, whether source is released in the new HO command.

As commented by QC, for the issue if there are any holes from Source NB before DAPS HO, UE need to report from the first missing packets to all the packets received on Source NB, even though some of the packets are received successfully.
QC explained that the UE may only decompress the packets before delivery them to upper layer, and then will not be counted as decompression failure, and will not be reflected in the PDCP status report. 
	
[Prasad QC] 
We think that “optionally PDCP SDUs for which decompression have failed” refers to UE attempted decompression and failed to decompress for a PDPC packet after PDPC packet moved out of re-ordering window .
ROHC decompressor will attempt to decompress a received PDCP SDU, only when it is ready to be delivered to upper layers frm re-ordering window either due to in-sequence or t-reordering timer expiry.
See below PDCP snippet :
5.2.2.1         Actions when a PDCP Data PDU is received from lower layers

If the received PDCP Data PDU with COUNT value = RCVD_COUNT is not discarded above, the receiving PDCP entity shall:
-    store the resulting PDCP SDU in the reception buffer;
-    if RCVD_COUNT >= RX_NEXT:
-     update RX_NEXT to RCVD_COUNT + 1.
-    if outOfOrderDelivery is configured:
-     deliver the resulting PDCP SDU to upper layers.
-    if RCVD_COUNT = RX_DELIV:
-     deliver to upper layers in ascending order of the associated COUNT value after performing header decompression, if not decompressed before; 
-     all stored PDCP SDU(s) with consecutively associated COUNT value(s) starting from COUNT = RX_DELIV;
-     update RX_DELIV to the COUNT value of the first PDCP SDU which has not been delivered to upper layers, with COUNT value > RX_DELIV;
5.2.2.2         Actions when a t-Reordering expires
When t-Reordering expires, the receiving PDCP entity shall:
-    deliver to upper layers in ascending order of the associated COUNT value after performing header decompression, if not decompressed before:
-     all stored PDCP SDU(s) with associated COUNT value(s) < RX_REORD;
-     all stored PDCP SDU(s) with consecutively associated COUNT value(s) starting from RX_REORD;
-    update RX_DELIV to the COUNT value of the first PDCP SDU which has not been delivered to upper layers, with COUNT value >= RX_REORD;
-    if RX_DELIV < RX_NEXT:
-     update RX_REORD to RX_NEXT;
-     start t-Reordering.
In DAPS case also, if there are any missing PDCP SNs from source cell, UE will not attempt to decompress any  successfully received PDCP SNs due to dependency on missing packets . From first missing SN, all the successfully received PDCP SDUs also need to be discarded and UE need to request them for re-transmission from target cell to have ROHC context continity across SDUs. Example as described in QC response in above table.
 Existing spec text does not cover this case. We think PDCP text updates are needed depending on whether source uses IR packets or not.




Question 3.12-1: Do companies agree that the PDCP status report may not reflect the packets that have been received successfully but not decompressed?
	Company
	Yes/No
	Remark 

	QC
	Yes
	

	Samsung
	Yes
	However, we need to note that the same issue can happen even in legacy. For example, the case that PDCP data recovery is triggered for SCG change.

	LG
	Yes
	

	Huawei, HiSilicon
	
	We are not quite sure about “if there are any missing PDCP SNs from source cell, UE will not attempt to decompress any  successfully received PDCP SNs due to dependency on missing packets .”
For example, in UM RLC mode packet loss is allowed, and ROHC decompressor can still support packet decompression without continuous SNs.

	vivo
	Yes
	Agree with Samsung


Summary: 6 companies provided inputs
PDCP status report may not reflect the packets that have been received successfully but not decompressed:
Yes: 4
2 companies mentioned the issue exists in legacy. 

The proposals from QC are:
Case 1 : assume that source does not send any IR packets after DAPS HO command.

For Proposal A : After Successful RACH procedure on Target NB, If there are any holes from Source NB before DAPS HO, UE need to report from the first missing packets to all the packets received on Source NB, even though some of the packets are received successfully.


Required simplified text change for NR:
for DAPS bearers, after uplink data switching, the receiving PDCP entity may indicate all PDCP SDUs with COUNT value greater than FMC as missing.
Case 2 : assume that source cell sends IR packets after DAPS HO command.

For Proposal B: After Successful RACH procedure on Target NB, If there are any holes from Source NB before DAPS HO, UE need to report from the first missing packets to all the packets received on Source NB until UE gets IR state packets from source cell , even though some of the packets are received successfully. In addition UE can request any missing IR state packets.

Simplified text change as below :
For NR :
If a PDCP status report is triggered, the receiving PDCP entity shall:
-	compile a PDCP status report as indicated below by:
-	setting the FMC field to RX_DELIV;
-	if RX_DELIV < RX_NEXT:
-	allocating a Bitmap field of length in bits equal to the number of COUNTs from and not including the first missing PDCP SDU up to and including the last out-of-sequence PDCP SDUs, rounded up to the next multiple of 8, or up to and including a PDCP SDU for which the resulting PDCP Control PDU size is equal to 9000 bytes, whichever comes first;
-	setting in the bitmap field as '0' for all PDCP SDUs that have not been received, and optionally PDCP SDUs for which decompression have failed;
-	setting in the bitmap field as '1' for all PDCP SDUs that have been received;
[bookmark: _Hlk37023281]-   for DAPS bearers, after uplink data switching, the receiving PDCP entity may indicate all PDCP SDUs with COUNT value greater than FMC as missing.
[bookmark: _GoBack]-	submit the PDCP status report to lower layers as the first PDCP PDU for transmission via the transmitting PDCP entity as specified in clause 5.2.1.
For LTE :
    if the radio bearer is configured by upper layers to send a PDCP status report in the uplink (statusReportRequired, see TS 36.331 [3]) or the status report is triggered by PDCP status report polling or PDCP periodic status reporting or the status report is triggered by WLAN Connection Status Reporting of temporary unavailability (suspended, see TS 36.331 [3]) when wlan-SuspendTriggersStatusReport is configured, see TS 36.331 [3], compile a status report as indicated below after processing the PDCP Data PDUs that are received from lower layers due to the re-establishment of the lower layers as specified in the subclause 5.2.2.1 or due to release of one set of RLC entity, and submit it to lower layers as the first PDCP PDU for the transmission, by:
-	setting the FMS field to the PDCP SN of the first missing PDCP SDU;
-	if there is at least one out-of-sequence PDCP SDU stored, allocating a Bitmap field of length in bits equal to the number of PDCP SNs from and not including the first missing PDCP SDU up to and including the last out-of-sequence PDCP SDUs, rounded up to the next multiple of 8, or up to and including a PDCP SDU for which the resulting PDCP Control PDU size is equal to 8188 bytes, whichever comes first;
-	if the radio bearer is not configured as DAPS bearer:
-   setting as '0' in the corresponding position in the bitmap field for all PDCP SDUs that have not been received as indicated by lower layers, and optionally PDCP SDUs for which decompression have failed;
-	indicating in the bitmap field as '1' for all other PDCP SDUs.
-	else if the radio bearer is configured as DAPS bearer by upper layers to send a PDCP status report in the uplink due to uplink data switching, or when upper layers request a PDCP entity reconfiguration and the associated RLC entity is released for a radio bearer, and submit it to lower layers as the first PDCP PDU for the transmission, by:
-	setting as ‘0’in the corresponding position in the bitmap field for PDCP SDUs which are received as non IR state packets with COUNT value greater than FMC and any missing packets.
-	indicating in the bitmap field as '1' for all other successfully received IR state PDCP SDUs with COUNT value greater than FMC.
Question 3.12-2: Do companies see the need to capture something in PDCP specification, e.g. as proposed above?
	Company
	Proposal A, B, other, or nothing?
	Remark 

	QC
	Proposal B
	We prefer to capture Proposal B assuming that source cell always uses IR state packets after sending DAPS HO command to UE.
Reason for proposal B:
Any PDCP SNs received from source cell after UE sending 1st PDCP Status Report to target cell also causes decompression failure if attempted by UE. All PDCP SNs received by UE after sending 1st PDCP status report need to be reported to target cell in 2nd PDCP Status Reporting as NACK (which will be sent by UE at the time of releasing source cell for RLC AM bearers if configured) and it is very inefficient and also adds to additional DL data interruption. 

	Samsung
	Nothing
	As mentioned above, the same issue can happen even in legacy. For example, it would be the case that PDCP data recovery is triggered for SCG change and PDCP status report is triggered, which does not require this kind of UE behavior since any critical problem would not be foreseen. 
At the time point of transmission of PDCP status report, UE cannot expect whether decompression failure for the stored data would happen or not. 
We think that the purpose of PDCP status report is not for retransmission but for avoiding the duplicate transmission. So we don’t see any critical problem in the current PDCP specification and it can be handled by implementation.

	LG
	Nothing 
	Reflecting the outcome of the header decompression in the PDCP status report is optional from the beginning of the LTE. Thus, the problem is not only for DAPS but from the legacy LTE. As the PDCP status report is to reduce the duplicate transmission (not for retransmission), we don’t see any critical problem with the legacy behavior.

	vivo
	Nothing
	Agree with Samsung and LG.



Summary: 4 companies provided inputs
Change PDCP status report for DAPS:
Yes: 1
NO: 3
[bookmark: _Hlk37402429]Proposal S3.12: Do not introduce special handling on PDCP status report to support DAPS HO.

5 Conclusion
The followings are proposed:
To be agreed:
Proposal S2.1-1: All the functions in Figure 4.2.2-1 will be supported by the source and target MAC entity in DAPS HO.
Proposal S2.1-2: UE switches the UL PDCP data transmission upon successful RACH procedure (i.e. Msg.B for 2-step RACH).
Proposal S2.2-1-1: The PDCP status report for DL UM DRBs is needed for DAPS HO.
Proposal S2.2-2-1: The second PDCP status report for DL UM DRBs is not needed for DAPS HO.
Proposal S2.3-5-1: For DAPS DRBs, keep original agreements,i.e. separate RoHC context shall be applied for the source and target link even if DAPS handover is performed without key change
Proposal S2.3-5-2: For DAPS HO, capture PDCP handling for SRB in PDCP specification, the detailed text can be further discussed when capture it in PDCP specification. 
Proposal S2.4: T312 in source is stopped upon executing a reconfiguration with sync even if DAPS is configured; No specificiation impact. 
Proposal S2.6-1: Leave the issue on uplink duplicated PDCP SDUs to RAN3.
Proposal S2.6-2: Keep original agreement that RLC UM (UL/DL) with PDCP SN number continuity is supported for DAPS.
Proposal S2.6-3: Do not introduce discard indication in source from PDCP to RLC upon UL switching.
Proposal S2.6-4: Leave the disucssion on PDCP anchor relocation in DAPS to RAN3.
Proposal S2.6-5-1: Reordering_PDCP_RX_COUNT used for AM DRB reordering is needed for DAPS DRB.
Proposal S2.6-5-2: Last_Submitted_PDCP_RX_SN and Reordering_PDCP_RX_COUNT used for AM DRB reordering are needed for DAPS DRB.
Proposal S2.6-5-3: Reordering_PDCP_RX_COUNT is set to the COUNT value associated to RX_HFN and Next_PDCP_RX_SN upon PDCP reconfiguration for LTE UM DRB and LTE AM DRB without reordering from normal PDCP to DAPS PDCP.
Proposal S2.6-5-4: Last_Submitted_PDCP_RX_SN is set to [(Next_PDCP_RX_SN-1) modulo (Maximum_PDCP_SN+1)] upon PDCP reconfiguration for LTE UM DRB from normal PDCP to DAPS PDCP.
Proposal S2.6-5-5: For the change from DAPS PDCP to the normal PDCP upon the source release, the reordering function is still maintained.
Proposal S2.6-5-6: Do not introduce bye message from UE to the source upon UL switching.
Proposal S3.1: LTE DAPS+ LTE RACH-less is not allowed.
Proposal S3.2: PDCP status report for UM is mandatory for DAPS capable UE.
Proposal S3.7-2: Forbid data transmission of non-DAPS DRBs in MSG3:
Proposal S3.7-3: Discard timer is maintained during DAPS HO:
Proposal S3.9: Follow proposal S2.1-1, RACH is allowed to source after RACH towards target is successful.
Proposal S3.12: Do not introduce special handling on PDCP status report to support DAPS HO.


RRC impacts:
RRC S2.2-1: Condition for statusReportRequired should be changed to Rlc-AM-UM “For RLC AM or RLC UM ( if dapsConfig is configured for this bearer), the field is optionally present, need R. Otherwise, the field is absent.”.
RRC S2.3-1: Do not capture in specification “stop RLM in source after RACH successful to target PCell”, and remove the EN “TBC on how/whether to capture stop RLM in source after RACH successful to target PCell”.
RRC S2.3-2: moreThanoneRLC is not applied for DAPS HO, remove the EN “FFS on moreThanonRLC in pdcp-Config” and clarify in the field description “This field is not present if dapsConfig is configured for this bearer.”
RRC S2.3-3: Agree below principle on the terminoligy and to be confirmed in ASN.1 review, e.g. whether to change source/target to source/target MCG;
Case 1 L1 configuration: “source or target" should be used since it is cell specific configuration; 
Case 2 MAC/RLC/PDCP (Key, security/ROHC)/SDAP configuration: “source or target" could be used since they are common for all cells of source or target;
Case 3 C-RNTI, timers (e.g. T301, T310, T311) and constants (e.g. N310, N311): “source/target SpCell” should be used since it is PCell configuration; 
Case 4 BCCH/MIB (5.3.5.5.2): “source/target SpCell” should be used since it is PCell configuration; 
Case 5 RLF, and “revert back to the configuration used in source PCell”: “source/target SpCell” should be used since we only RLF in PCell instead of SCells; 
Case 6 “revert back to the configuration used in source PCell”: “source PCell” could be used as legacy;
Case 7 SRB/DRB, RRM: “source or target" could be used since they are common for all cells of source or target;
RRC S2.3-5-3: For DAPS HO, reestablishPDCP is not needed for SRB, no matter whether key is changed or not. 
RRC S2.3-8-1: When resume SRB upon DAPS HO failure, the old stored RRC message if any, (i.e.. the PDCP PDUs for SRB) shall be discarded;
RRC S2.5-1: To capture RAN1 parameters p-DAPS-FR1, p-DAPS-FR2 and 	UplinkPowerSharingDAPS-HO-mode and name them as “p-DAPS-Source, p-DAPS-Target and UplinkPowerSharingDAPS-HO-mode”  
RRC S2.5-2: powerControlMode in HO preparation message ischanged to ENUMERATED {semi-static-mode1, semi-static-mode2, dynamic }
RRC S3.3: Agree below RRC changes:
3> consider radio link failure to be detected for the source MCG i.e. source RLF;
43> suspend all DRBs in the source;
43> release the source connection.
RRC S3.4-1: Do not add 2> If dapsConfig is configured for any DRB when capturing UL switching indication in RRC;
RRC S3.4-2: To discuss whether to UL switching indication in RRC as 
3> for each DRB configured with dapsConfig, request uplink data switching to the PDCP entity, as specified in TS 38.323 [5];
RRC S3.5: Do not try to align the handling of SRB and non-DAPS DRB upon receiving DAPS HO command and upon fallback;
RRC S3.6: Change the handling on SRB for DAPS based on the below order:
1. Regardless of security key change, 
· Establish a PDCP entity for the target with state variables continuation as specified in TS 38.323 [5], with the same configuration, the state variables and security configuration as the PDCP entity for the source;
2. If reestablishPDCP for SRB is configured(i.e. security key change)
· The state variables will be reset by PDCP re-establishement.
3. Otherwise, the state variables are left as those of the source due to no PDCP re-establishment and it implies the case without security key change

RRC S3.7-1: For non-DAPS DRB handling, do not agree that PDCP only reestablishment when RACH is successfully completed in target:


Further discussion:
Disc S2.2-3-1: To be discussed whether to capture in the PDCP specification that “the target cell maintain the IR state in U-mode and O-Mode during DAPS handover”
Disc S2.2-3-2: Do not capture in the PDCP specification that “the source cell maintain the IR state in U-mode and O-Mode during DAPS handover”
Disc S2.3-6: To be discussed whether source can provide both original and downgrade source configuration to target;
Option 1: reuse LTE and NR PHR MAC CE (NR: Multiple Entry PHR MAC CE in Figure 6.1.3.9-1; LTE: DC PHR MAC CE in Figure 6.1.3.6b-1;) 8 companies
Option 2: new MAC CE to support PHR reporting in another node;
Option 3: do not support PHR reporting in another node; 7 companies
Disc S2.3-7: To be discussed whether to support PHR reporting in another node;
Disc S3.8: To discuss whether the coordination on maxSCH-TB-BitsDL, maxSCH-TB-BitsUL is needed for NR since for NR the supported max DL/UL data rate for each CC can be derived from the L1 parameters included in the FeatureSet (according to the calculation defined in 38.306 4.1)
RRC S3.10: To discuss whether a new bit in RRC is needed to control second PDCP status report. 
RRC S3.11: To discuss whether Network can trigger the subsequent HO after a DAPS HO before source cell has been released. If yes, whether source is released in the new HO command.
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