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1   Introduction

In the previous RAN2#107bis and RAN2#108 meeting, we discussed IAB BH RLC handling and the following agreements have been made:
	· R2 confirm that when the IAB-node is not configured with DC, it applies for BH RLF handling the same mechanisms and procedures as UE’s RLF handling currently specified in TS 38.331 (including e.g. detection and recovery). FFS on need of additional enhancements.
· When NR DC is configured for the IAB-node, 2.1 RLF is detected separately for the MCG-link and for the SCG-link, and 2.2 existing UE procedures are used for MCG-link and SCG-link failure handling.

· The following is agreed as working assumption: BH RLF recovery for DC case reuses UE’s MCG and SCG failure recovery procedures specified in Rel-16. 

· For an IAB-node not configured with DC, it initiates  RRC reestablishment when it receives downstream notification “Recovery Failure”

· For DC case, the IAB-node considers the radio link is failed and uses RRC existing or Rel-16 Mechanism (e.g. MCG or SCG failure report, RRC reestablishment) if “Recovery Failure” notification is received from parent nodes on MCG-link or/and SCG-link.

· R2 assumes that RLF notification “recovery failure” would be triggered when RRC reestablishment has failed. FFS whether this need to be specified

· BAP layer is used to transmit BH RLF notification(s).

· R2 assumes that Upstream BH RLF notification to Donor CU via current F1-AP signalling is supported.


But in the previous discussion, we did make agreement regarding when to send RLF notification, and the associated child IAB node behavior upon reception of the RLF notification from parent IAB node. In this contribution, we will discuss these leftovers, and give our view of RLF notification handling and behavior. 
2   Discussion

RLF notification

In this section, we will discuss several issues, such as when to send RLF notification, what child IAB node should do upon receiving RLF notification and when DU stops service. 

The content in RLF notification message 

In the previous email discussion of Backhaul RLF[1], we have proposed 4 types of RLF notification, as listed in the below:
· Type 1 – “Plain” notification: Indication that BH link RLF is detected by the IAB-node.

· Type 2 – “Trying to recover”: Indication that BH link RLF is detected, and the IAB-node is attempting to recover from it. 

· Type 3 – “BH link recovered”: Indication that the BH link successfully recovers from RLF.

· Type 4 – “Recovery failure”: Indication that the BH link RLF recovery failure occurs. 

And in the previous discussion, we have agreed that Type 4 – “Recovery failure” can be agreed. It  has been clarified that the parent IAB node should send the type 4 RLF notification with “Recovery Failure” when the parent IAB node can’t serve the child node any more. So when the parent node successfully recovered from RLF, it should inform the child node to recover the BH. 

Proposal 1: RAN2 is kindly asked to support Type 3 – “BH link recovered”.
When to send RLF notification message 

As we proposed in proposal 1, there are two types of RLF notification message we support, type 3 – “BH link recovered” and type 4 – “Recovery failure”. So we will discuss when to send these two types of RLF notification separately.
Type 4 – “Recovery failure”:

When an IAB node is still working, it should not send RLF notification to its child node. In another word, if this IAB node has a parent node which is still working, it should not send RLF notification to its child node. This is because if the IAB node send RLF notification to its child node, the child node will switch the path to a new path, which definitely introduce latency and maybe even data loss, the user experience is severely degraded. So when the IAB node is configured with dual connectivity, if only one of the leg encounters RLF, it should not send RLF notification to its child IAB node. 
In addition, according to the UE behavior, when the MT detects RLF, it should firstly try to re-establish the RRC connection by RRC re-establishment procedure. If the RRC re-establishment succeed, it should resume the data transmission, not to send RLF to its child node. 
Proposal 2: the IAB node shouldn’t send RLF notification to its child node only the following conditions are both fulfilled:

a) Both MCG and SCG(if configured) are encountering RLF. 

b) The IAB node failed in RRC re-establishment. 

Type 3 – “BH link recovered”
When the IAB node sends RLF notification with Type 4, it means it becomes a dead island, which has no parent node to connect. But when it recovers the RRC connection to at least one of its previous parent node, or establish at least one new connection to a new parent node, it will consider “BH link recovered”. Thus in this case the IAB node can send RLF notification Type 3 – “BH link recovered”.
Proposal 3: the IAB node should send RLF notification to its child node when at least one RRC connection is established to parent node. 
What child IAB should do upon receiving RLF notification

As how we discuss when to send RLF notification above, we will also discuss what child IAB should do upon receiving RLF notification separately. 

Type 4 – “Recovery failure”:

When an IAB node stops working as none of the UL BH is workable, it should not serve the UE any longer. It should handover all attached UEs to other IAB/gNB. But since the IAB node doesn’t have RRC module, it can only detach these UEs. 
Proposal 4: the IAB node who sends RLF notification with Type 4 – “Recovery failure” should detach all UEs. 

For the child IAB node who receives the RLF notification, it should consider this parent node a non-workable path. So it will switch all UL transmission to the redundant path, if there is. If there isn’t redundant path, it should also detach all UEs. 
Proposal 5: the IAB node who receives RLF notification with Type 4 – “Recovery failure” should detach all UEs if it doesn’t have redundant path.
Furthermore, it is necessary for the IAB node to forward the RLF notification in case it doesn’t have a redundant route. We will discuss this scenario based on the figure below:
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Figure 1: IAB behaviour upon reception of RLF notification
As we discussed above, the downstream IAB node should attempt to establish a redundant path first, if there is no existing redundant path. If IAB2 finally confirmed that no redundant route is available at this moment, IAB2 has to forward the RLF notification to its downstream node (IAB1). Then IAB1 can find a new connection to IAB3, or IAB3 is already connected as the redundant route. 

Proposal 6: upon reception of the RLF notification with Type 4 – “Recovery failure”, the IAB node shall forward RLF notification to its child IAB node if it doesn’t have redundant route available. 

Type 3 – “BH link recovered”
When the IAB node receives an RLF notification with Type 3 – “BH link recovered”, it will resume the connection to this parent node. If it have sent RLF notification with Type 4 – “Recovery failure” to its child node, it should forward RLF notification with Type 3 – “BH link recovered” to its child node as well. 

Proposal 7: upon reception of the RLF notification with Type 3 – “BH link recovered”, the IAB node shall resume the connection to this parent node. If it have sent RLF notification with Type 4 – “Recovery failure” to its child node, it should forward RLF notification with Type 3 – “BH link recovered” to its child node as well. 

3   Conclusion

In this contribution, we mainly discussed link recovery and the RLF notification related issues. And we have the following observations  and proposals:
Proposal 1: RAN2 is kindly asked to support Type 3 – “BH link recovered”.
Proposal 2: the IAB node shouldn’t send RLF notification to its child node only the following conditions are both fulfilled:

a) Both MCG and SCG(if configured) are encountering RLF. 

b) The IAB node failed in RRC re-establishment. 

Proposal 3: the IAB node should send RLF notification to its child node when at least one RRC connection is established to parent node. 
Proposal 4: the IAB node who sends RLF notification with Type 4 – “Recovery failure” should detach all UEs. 

Proposal 5: the IAB node who receives RLF notification with Type 4 – “Recovery failure” should detach all UEs if it doesn’t have redundant path.
Proposal 6: upon reception of the RLF notification with Type 4 – “Recovery failure”, the IAB node shall forward RLF notification to its child IAB node if it doesn’t have redundant route available. 

Proposal 7: upon reception of the RLF notification with Type 3 – “BH link recovered”, the IAB node shall resume the connection to this parent node. If it have sent RLF notification with Type 4 – “Recovery failure” to its child node, it should forward RLF notification with Type 3 – “BH link recovered” to its child node as well. 
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3GPP


_1614620548.vsd
RLF notification


╳


Can’t reach redundant IAB



