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1 Introduction
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2.1 Per DRB and per QoS level
In last meeting, it was agreed to change the granularity to per DRB.
8	The DL delay in gNB-DU (i.e. D1), the DL delay on F1-U (i.e. D2) and the DL delay in CU-UP (i.e. D3) are measured per DRB per UE.
9	gNB measurement M5 granularity is per UE.
10	The immediate MDT measurements (including Data Volume, Scheduled IP Throughput for MDT, Packet loss rate) for QoS verification, the granularity is per DRB per UE.
During the email discussion, companies have different views on the granularity, whether per DRB or per QoS level.
The measurement in 38.314 can be categorized into 3 classes, i.e. per UE measurement performed by UE(UE UL queueing delay), per UE measurement performed by gNB(UL delay measured by gNB, loss rate) and per gNB measurement(number of UE). RAN2 need to decide which granularity should be applied on these 3 classes.
Rapporteur try to distinguish companies’ views into these 3 classes. Maybe not accurately reflect all companies’ view, but the table can be taken as starting point for further discussion. 
	Company
	Comments
	PDCP queuing delay measured by UE
	UL delay measured by gNB
	Number of UEs

	Docomo
	For per UE measurement e.g. UL packet delay measurement, we are fine with per drb measurement using drbid. While for this number of active UEs measurement, we wonder how per drbid could work. For instance, in one cell, network configure UE1 to use drb#1 for QCI#1 data transmission, and UE2 to use drb#1 for QCI#9 data transmission, if we do per drb#1 number of active UE measurement, then QCI#1 and QCI#9 are mixed together, how can we separate them and count the result like # of active UEs per QCI per cell?
	Per DRB
	Per DRB
	Per QoS

	Nokia
	We share Docomo concern, that drbd id is very confusing. If we get any metric outcome per DRB=5, what does it help to the network??
Maybe some more generic term could be used like QoS Id, that would refer to 5QI or QCI?I or QCI? And the NOTE clarifying this should be made more generic or even normative text?
	
	
	Per QoS

	Ericsson
	A generic comment. We see that there is some concerns related to ‘per DRB’ term usage. We think that it is better to align with SA5 28.552 specification. In that specification, they use the term ‘per QoS level (mapped 5QI or QCI in NR option 3)’
We can align with SA5 and use the terminology of ‘per QoS level (mapped 5QI or QCI in NR option 3)’. This is applicable for all measurements where we are using ‘per DRB’

The reasoning for using per-QoS-level terminology is to map it with SA5 spec where they always mention that per-QoS-level means per-QCI-level in EN-DDC deployments and per-mapped5QI-level in other deployments. As pointed out by Ningyu, there might be an impact on the UE side when multiple DRBs have the same mapped-5QI-value wherein the UE shall perform the PDCP queueing delay measurements combinedly for these DRBs (the UE is aware of the logical channel priorities assigned by the network) as the treatment for these DRBS should be the same i.e., ideally the packets associated to these DRBs have the same priority for selection by the UE when the UL grant is received by the UE and therefore, their delay should be measured as a single value.  Since the network is aware of the logical channel priority assigned for UL DRBs, the network will request only one PDCP queueing delay for those DRBs that have the same logical channel priority. Then the UE performs the PDCP queueing delay measurement associated to all DRBs that have the same logical channel priority as that of the DRB requested by the network. Therefore, we propose to keep the definition of PDCP queueing delay also to be at ‘per QoS level’ and the UE to perform the single measurement across multiple DRBs with same priority.
	Per QoS level
	Per QoS level
	Per QoS level

	CMCC
	As pointed out by docomo and Nokia, there is confusing by using DRB id. Because different UE may map the same 5QI or QCI to different DRB id. 
The motivation for the measurements (e.g. number of UE, delay, throughput) should be to calculate the measurement per each QoS or per each QoS per UE. So I tend to agree with Ericsson and Nokia that a general term like 'per QoS level' would be suitable.
 
One more thing is that, the mapping between 5QI and DRB is performed by SDAP, while L2M is calculated by PDCP layer. For implementation, the measurement maybe still performed in the DRB level for NR SA. If there are 4 DRBs mapped with the same 5QI=9 in one UE, the measurement should be calculated together for these 4 DRBs. 

For UL PDCP delay measured by UE, we agree with Qualcomm and CATT that UE reports the measurement per DRB and it is up to gNB implementation to obtain per QoS level measurement. So, this measurement is changed from QoS level to DRB level in draft 38.314, which is aligned with 38.331 per DRB UL PDCP delay measurement configuration. The note proposed by Qualcomm is also added in 4.2.1.2.
And for other measurements performed by gNB, as suggested by docomo, Nokia and Ericsson, they are measured at QoS level.
	Per DRB,
Add the note proposed by QC
	Per QoS
	Per QoS

	QC
	About the granularity per DRB or per QoS level. We understand this requirement comes from SA5. In the RAN implementation, there are two cases, case 1: Multiple QoS mapping to the same DRB; case 2: Multiple DRB mapped with the same QoS.
As what we have agreed, UL queueing delay reflects the delay from packet arrival at PDCP upper SAP until the UL grant to transmit the packet is available.  It is natural from the UE point of view to measure the D1 (UL queueing delay) at the DRB level. gNB can convert the DRB level D1 to QoS flow with the assumption that all QoS flows mapped to one DRB get the same QoS treatment( for case 1), for case 2 as Ningyu mentioned below(we don’t know whether it is a common case, as according to our understanding, multiple DRBs mapped with the same QoS/5QI typically happen when these QoS flows belongs to different PDN connection which means they have different SDAP entity, in case QoS flows with the same QCI/5QI within the same PDN connection, usually they will be mapped to the same DRB) , we don’t think it make sense for UE to calculate/ sum all the DRBs mapped with the Same QoS together because these DRBs may have different over-the-air interface packet delay, RLC packet delay, and PDCP reordering delay.
So, we propose to measure UL queueing delay at DRB level. At least we should have a note as below:
 
Note 1: UE measures UL queueing delay at DRB level, it is up to gNB to convert DRB level delay to QoS flow level delay with the assumption that all QoS flows mapped to the same DRB get the same QoS treatment, and it is up to gNB to calculate QoS level delay if multiple DRBs mapped with the same QoS.
 
Further comments. According to below. we find some misunderstanding of the terminology Per QoS  level measurement
In the comments from CMCC/CATT/QUALCOMM below, we are talking about the finest QoS granularity in 5G which is per 5QI level of QoS flows. As 5QI information of a QoS flow is invisible to PDCP entity, we think it is impossible for UE to measure UL average queuing delay at per QoS level(i.e 5QI level), and we prefer to measure at DRB level.
 
It seems that E/// is discussing RAN DRB “QoS” level(logical channel priority), and propose UL delay measurement with a more “coarse” granularity  i.e. UE perform the single measurement across multiple DRBs with the same priority. for this case, we think it is more easy to keep UE only measures and report UL queuing delay at PDCP level, and leave the processing of delay of multiple DRBs to network side because:
Spec impacts are required if it is UE to perform single measurement for multiple DRB. Specially, we need to specify the rules how the UE derives single delay value form multiple delay associated with different DRBs  (e.g. average or max or min). It is too late at this stage. Instead, it can be up to NW implementation how to derive delay value from UE’s reporting on multiple DRBs. Then we can avoid spec impact at this stage.
ASN.1 changes are required, e.g. addmod list for DRBs with same priority and association of QCI to DRB. We think such last minute change should be avoided.
	Per DRB
	
	

	CATT
	 All the L2 measurement are recorded and calculated below the SDAP layer, and mapped 5QI is invisible for layers below SDAP. All the L2 measurement parameters should use the granularity of DRB or UE and it is impossible to use “mapped 5QI”. So agree with QC, CATT also think the configuration and reporting of the UL delay measurement should be performed in DRB level, and the gNB could merge them to QoS level if needed.
	Per DRB,
Network merge into QoS level
	
	

	HW
	Basically we share similar view as CATT, i.e. the solutions should be done in DRB level, and then the network do measurements in QoS level if needed.
If the solutions are to be done in QoS level, there should be some analysis on the feasibility, e.g. how the NW/UE get QoS info under SDAP layers.
	Per DRB,
Network merge into QoS level
	Per DRB
	

	ZTE
	For delay reporting from UE's side,  we don't have a strong view on per DRB level or per QoS level reporting since NW can obtain the per mapped 5QI level by implementation either way. But considering the main use case for the delay reporting is for QoS verification,  it is useful to havel an averaged total RAN part of packet delay (UL/DL) per QoS level per cell thus from network point of view, so that the network can verifiy the QoS requirement of different service within the cell to decide whether optimization is needed or not. We'd love to hear companies's view on this.
	Neutral,
NW can obtain per QoS level by implementation.
	
	

	Total number
	
	Per DRB: 5
Per QoS: 1
	Per DRB: 2
Per QoS: 2
	Per DRB: 0
Per QoS: 4



9 companies share views on this topic. Here is the suggested granularity table based on companies’ comment, which can be used as starting point for the following e-meeting.
Proposal 1: RAN2 is kindly asked to discuss on the granularity based on the following table 
	
	Measurement
	per DRB
	per QoS level

	performed by UE
	per UE measurement
(i.e. D1 queueing delay)
	Y
	N

	performed by gNB
	per UE measurement
(i.e D2 delay, loss rate)
	FFS
	FFS

	
	per gNB measurement
(i.e. number of UE)
	N
	Y





2.2 Excess delay and average delay measured by UE
Whether both excess delay and average delay all needed for PDCP queueing delay?
	Company
	Comments in email discussion
	View

	QC
	In the draft TS 4.2.1.1, UL PDCP packet Excess delay which requires UE to measure Excess Packet Delay ratio in layer PDCP is captured. This is beyond what has been agreed in RAN2 meeting. As in NR, only UL PDCP packet average delay is agreed. Please note, there is only UL average delay of over-the-air interface packet delay, RLC packet delay, and PDCP reordering delay performed by RAN side defined in this spec, we don’t think it brings any benefit to require UE report excess packet delay ratio while the RAN side supports average queueing delay.  And also there is only a single UE capability for UL delay measurement (ulPDCP-Delay) agreed in last meeting, we don’t think it can be extended to require UE to support both UL delay measurement methods in NR without any discussion.
	only average delay

	CATT
	  For the “0ms” threshold, the agreement is “2        Add value “0ms” to the enumerated of delayThreshold field in the UL delay configuration”. CATT’s original intention is that if the threshold is set to “0ms”, the UE should report the average UL delay result. It could be considered as an implicit configuration to distinguish the PDCP Packet Excess Delay and the PDCP Packet Average Delay. Current configuration lists the PDCP Packet Excess Delay and the PDCP Packet Average Delay in parallel, so the “0ms” is useless and it should not be present in the threshold parameter of PDCP Packet Excess Delay since the packet delay of all packets are >= 0ms
	neutral

	CMCC
	The agreement 2 in last meeting is related with Excess Delay, that’s why both average PDCP delay and excess delay are captured in the draft 38.314 and 38.331 running CR. I agree with Qualcomm that if average PDCP delay is supported, it’s not necessary to report excess delay. I would like to check whether companies are all OK to delete excess delay from 38.314 and 38.331.
	neutral

	HW
	For Average Delay, it was from SA2 requirement on E2E delay measurement, and RAN2 agreed to introduce it.
For Excess Delay, it has been defined in TS 36.314 and the intention is to measure Excess Packet Delay Ratio in Layer PDCP for QoS verification of MDT. We think the excess delay is different from the average delay, and both are useful for monitoring delay problems. For example, average delay could be used to see the overall delay info and excess delay could be used to see delay info for some categories (e.g. too long delay).
 
In general, we see benefits for both measurements. We can further discuss UE capabilities if needed.
	both

	ZTE
	We tend to agree with Huawei that both excess delay and average delay is both beneficial for delay monitoring. But the "0ms" threshold might not be so feasible as all packets delay is >= 0 ms, maybe smaller value for threshold can be defined  for the QoS requirement of URLLC service. But the details can be decided in the upcoming meeting.
	both



5 companies sharing views on whether excess delay should be supported.
2 companies support both. 
1 company prefer only support average delay. 
2 companies are neutral on the selection. 
Companies have different understanding on the agreement 2 in last meeting, and no consensus is reached during the email discussion. Rapporteur suggests RAN2 to make final decision in the coming meeting.
Proposal 2: RAN2 is suggested to discuss on UE measured PDCP queuing delay, whether support both average delay and excess delay, or only support average delay.
If both are supported, RAN2 also needs to discuss on the capability for UL PDCP delay measurement.
Proposal 3: If both delay measurements are supported, RAN2 also needs to discuss on the capability for UL PDCP delay measurement.
Option 1: 1 capability for supporting both measurements.
Option 2: 2 separate capability for average delay and excess delay.

2.3 Preamble measurement
low/high range for Preamble per SSB (4.1.1.1.2)
Nokia asked 'what would be the meaning of the low/high range in case of measurement per SSB (compared to per cell)? Does it refer to threshold, index, msg3 size?'
	Company
	Comments in email discussion

	CMCC
	Low/high range was introduced in LTE 36.314, I hope companies who is familiar with the history can share views on this.
In my understanding, the intention for this measurement is to estimate whether the RACH resource configured per SSB is sufficient or not. The low/high range is configured by implementation with a threshold,  to indicate whether the preamble is less frequently or more frequently used. 

	ZTE
	Thanks Ningyu for providing some background on this measurement. From my point of view, it might not be so useful to count the number of preamble separately by how frequent it is selected as after SSB is selected the preamble is selected randomly. Perhaps, it would be more beneficial to count the number of preamble per SSB for different preamble group, i.e., group A and group B if configured, which might be useful for grouping of preambles. 



Only 2 companies shared views on this topic. 
1 company suggest new matrix for group A/B.
Rapporteur suggest to keep the matrix as it is for now, and discussion can rely on new contributions.

2.4 Other small correction in draft TS 38.314
The following corrections are quite simple and non-controversial ways, and has already been reflected in the draft TS 38.314.
Uu packet loss rate (4.1.1.5.1)
CMCC and Ericsson proposal: In 36.314, the Uu packet loss rate in DL is calculated in PDCP layer by counting PDCP SDU, but in NR, if we seperate F1-U packet loss and Uu packet loss, we need to counting RLC SDU instead of PDCP SDU for Uu packet loss rate
Correction 1: Uu Packet loss rate in the DL (4.1.1.5.1) should be counted in RLC instead of PDCP

PDCP layer throughput (4.1.2.1)
Rapporteur fully respects companies’ requirement on new matrix. But as pointed out by several companies, this email focus on the agreement in last meeting.
Correction 2: New proposal on PDCP layer throughput in 4.1.2.1 is deleted from the current draft TS 38.314 and can be discussed based on separate contributions.

RLC packet delay measurement in UL (4.1.1.2.2)
As Ericsson pointed out, on the definition of the RLC delay mentioned in the latest version of the running CR that rapporteur have provided. If the intention of the measurement is to capture the RLC processing delay, RLC PDU should be used instead of RLC SDU as RLC SDU is received after the removal of the RLC header from the RLC PDU i.e., the actual processing that happens in the RLC layer.
Correction 3: For RLC packet delay measurement, RLC PDU is used instead of RLC SDU as RLC SDU is received after the removal of the RLC header from the RLC PDU i.e., the actual processing that happens in the RLC layer
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Proposal 1: RAN2 is kindly asked to discuss on the granularity based on the following table 
	
	Measurement
	per DRB
	per QoS level

	performed by UE
	per UE measurement
(i.e. D1 queueing delay)
	Y
	N

	performed by gNB
	per UE measurement
(i.e D2 delay, loss rate)
	FFS
	FFS

	
	per gNB measurement
(i.e. number of UE)
	N
	Y


Proposal 2: RAN2 is suggested to discuss on UE measured PDCP queuing delay, whether support both average delay and excess delay, or only support average delay.
Proposal 3: If both delay measurements are supported, RAN2 also needs to discuss on the capability for UL PDCP delay measurement.
Option 1: 1 capability for supporting both measurements.
Option 2: 2 separate capability for average delay and excess delay.

FYI, other small corrections have already been done in TS 38.314:
Correction 1: Uu Packet loss rate in the DL (4.1.1.5.1) should be counted in RLC instead of PDCP
Correction 2: New proposal on PDCP layer throughput in 4.1.2.1 is deleted from the current draft TS 38.314 and can be discussed based on separate contributions.
Correction 3: For RLC packet delay measurement, RLC PDU is used instead of RLC SDU as RLC SDU is received after the removal of the RLC header from the RLC PDU i.e., the actual processing that happens in the RLC layer

