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[bookmark: OLE_LINK27][bookmark: OLE_LINK28]Introduction
In RAN2 #108 meeting, RAN2 discussed the flow control issue and we have the following conclusions:
R2 assumes that e.g. when the buffer load exceeds the certain level, the DL hop-by-hop flow control feedback should be triggered, the details of this trigger is left for implementation (in this Rel)
We support Polling, Assume that polling trigger is not specified

Buffer load 
a) void
b) Actual buffer occupancy %
c) Available or desired buffer size (absolute e.g. MB kB)

Additional
d) Desired Data rate

We use Available or desired buffer size (absolute e.g. MB kB)

This paper will discuss the leftover issues for IAB flow control. 
Discussion
1.1. [bookmark: OLE_LINK7][bookmark: OLE_LINK8]Flow control format
In the RAN2#108 meeting, we agreed that both option 1 and option 2 can be used for flow control.  In the email discussion [1], we have two separate examples for both option 1 and option 2, which are listed below: 
[image: ]
Option-1: a control PDU indicating BH RLC channel ID(s) and its desired buffer size;
[image: ]
Option-2: a control PDU indicating routing ID(s) and its desired buffer size;
For option 1, it is straight forward that the RLC channel ID is feedbacked, as the RLC channel is the granularity baseline to feedback the congestion status. And for option 2, as we may provide a better granularity for flow control, for example the route based flow control. So in this case the load-based feedback needs to include information about the ingress RLC channel so that the parent node’s scheduler can throttle traffic pertaining to this queue. 
Proposal 1: the above two formats of flow control control PDU can be adopted as the baseline. It is up to the Donor CU to configure the granularity of flow control, by which the IAB node to decide the flow control control PDU format.
Furthermore, these options can be configured simultaneously to an IAB node. The Donor CU may need both RLC channel and the route which are needed to be overloaded. These two type of granularity of congestion information may be needed both for the parent node as the factors to alleviate the congestion circumstances. If both types of flow control are configured to an IAB node, the IAB node should report both type of the flow control feedback to its parent node.
Proposal 2: Both type of flow control types can be configured to an IAB node. 
In addition, we also discussed the whether we should combine both type of flow control control PDU into one control PDU. But given the example below, we can see that the control PDU can be very long and confused. Thus given that in Rel_16, we think it is unnecessary to introduce some complex and ambiguity construction for IAB, we may leave these further optimization to the next release if necessary. 
Proposal 3: RAN2 is kindly asked to design separate flow control control PDU for different types of flow control. 
1.2. Granularity of buffer size
In TS 38.425, the desired buffer size for a radio bearer is defined as:
	[bookmark: _Toc13919473]5.5.3.5	Desired buffer size for the data radio bearer
Description: This parameter indicates the desired buffer size in bytes for the concerned data radio bearer as specified in clause 5.4.2.1.
Value range: {0..232-1}.
Field length: 4 octets.




So from that definition we can see that the length is 32 bits and the granularity is 1Byte. But we are wondering whether we need such a long length of 32 bits to indicate the buffer size, and whether we need to indicate the buffer size in the granularity of 1 byte. 
In our understanding, the buffer size of the DRB should be quite large. Furthermore, the DDDS from the accessing IAB node to CU includes 4GB as desired buffer size, effectively meaning that 4GB should be supported over a single BH RLC CH. If so, the maximum size of the buffer size should be larger than 4GB of an RLC channel, since the IAB backhaul is the aggregation of a lot of UEs. We assume 16GB should be supported. 
Proposal 4: the maximum of buffer size reported in the flow control control PDU is 16GB.
For the minimum size of the reported buffer size, we do not think that there is any need for Byte-level granularity. Usually when the congestion occurs, the flow control feedback is triggered only when the buffer size reaches a certain level. We have the maximum of buffer size to 16GB, so we think the minimum buffer size indicated in the flow control indication can be 1MB. 
Proposal 5: the minimum granularity of buffer size reported in the flow control control PDU is 1MB.

Conclusion 
In this contribution, we discuss the flow control leftovers, especially the details of the flow control control PDU design. Hereby we have the following proposals:
Proposal 1: the above two formats of flow control control PDU can be adopted as the baseline. It is up to the Donor CU to configure the granularity of flow control, by which the IAB node to decide the flow control control PDU format.
Proposal 2: Both type of flow control types can be configured to an IAB node. 
Proposal 3: RAN2 is kindly asked to design separate flow control control PDU for different types of flow control. 
Proposal 4: the maximum of buffer size reported in the flow control control PDU is 16GB.
Proposal 5: the minimum granularity of buffer size reported in the flow control control PDU is 1MB.
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