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Introduction
RAN2 has agreed to support multi-connectivity in IAB networks in scenarios where an IAB node has two links. Specifically, the following scenario is supported: 
· IAB node MT is dual connected to two parents associated with the same IAB donor.
In this contribution we analyse further how such dual connectivity operation can be conducted.
Discussion
It has been agreed that the architecture where an IAB node is connected to two parent nodes under the same IAB donor is supported in IAB. See Figure 1.
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The purpose of supporting multiple routes in IAB is to obtain throughput gains and redundancy by utilizing the multiple routes. In order to achieve these goals, it is necessary to be able to route data along both/multiple routes to and from the UE. 
When PDCP is operated with a split bearer, a parameter ul-DataSplitThreshold is used to determine whether the uplink data is split into the two paths as follows:
· If the data volume at the PDCP layer is more than the ul-DataSplitThreshold threshold, PDCP indicates to both MAC layers this PDCP data volume. Otherwise, the data volume is indicated only to the MAC layer of the primary path.
· The intention is to use both paths only if the data volume is more than the threshold and otherwise just use the primary path. There is no explicit separation of data into the first and second path. As the two MAC layers request and receive grants the data volume remaining at PDCP reduces.
Given that IAB nodes do not have PDCP functionality, it is understood (and agreed) that BAP layer is responsible for routing data for a given UE bearer along multiple routes. 
Consider the IAB network shown in Figure 3. The access IAB node has IAB node 3 as parent. IAB node 3 is connected to two parents which are connected to the same IAB donor. 


Figure 2
Considering the upstream traffic from one UE bearer, the data split would occur at IAB node 3. Note however, that IAB node 4 has to construct the BAP header for the uplink data from this UE and transmit it on the next hop. Currently, only a single BAP routing ID can be associated to an uplink F1-U at the access IAB node, which means that the same BAP routing ID will be included by IAB node 4 for all the BAP PDUs (for the uplink data from this UE bearer) toward the IAB node 3.  Due to the use of the single BAP routing ID, IAB node 3 is also unable to split the data stream. 
Observation 1: There does not exist a mechanism currently to systematically split upstream data for one UE bearer into two paths.
Considering the corresponding downstream scenario, the IAB donor can split a downstream data by mapping packets to two or more flow labels. The donor DU can then map the different flow labels to different BAP routing IDs.
Observation 2: The IAB donor can split downstream data for one UE bearer into two paths using flow labels and different BAP routing IDs.
In order to enable splitting of the upstream data, the CU has to configure an IAB node with more than one BAP routing IDs (one for each path on which data of the bearer is to be transmitted) corresponding to one uplink F1-U.
Proposal 1: The CU can configure an IAB node such that multiple BAP routing IDs map to the same uplink F1-U.
Furthermore, given that the access IAB node does not have knowledge of capacity and link conditions along each path, it is necessary to configure it with adequate information such that load balancing can be performed effectively. For this purpose, the CU needs to configure a fraction (less than or equal to 1) corresponding to each BAP routing ID.
Proposal 2: The CU can configure at an IAB node a fraction corresponding to each BAP routing ID mapped to the same F1-U. The IAB node splits the upstream data to be mapped to the F1-U according to the fractions corresponding to each BAP routing ID.
Conclusion
We have discussed the issue of splitting data of a single UE bearer along multiple paths in an IAB network. While splitting of downstream data can be handled by the CU, splitting of upstream data needs some additional configuration. Our observations and proposals are below:
Observation 1: There does not exist a mechanism currently to systematically split upstream data for one UE bearer into two paths.
Observation 2: The IAB donor can split downstream data for one UE bearer into two paths using flow labels and different BAP routing IDs.
Proposal 1: The CU can configure an IAB node such that multiple BAP routing IDs map to the same uplink F1-U.
Proposal 2: The CU can configure at an IAB node a fraction corresponding to each BAP routing ID mapped to the same F1-U. The IAB node splits the upstream data to be mapped to the F1-U according to the fractions corresponding to each BAP routing ID.
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