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1. Introduction
RAN2 has been discussing flow control for quite a while. Here are some agreements from RAN2 #107 to RAN2#108 which are relevant to the flow control message [1-3], as follows
	RAN2#107

· The DL hop-by-hop flow control is supported in IAB network. 

· One hop DL flow control feedback is considered for DL hop-by-hop flow control, i.e. congested IAB node feedback flow control info to its parent IAB node.
· DL One-hop flow control feedback should include the IAB node buffer load (details FFS) and flow control granularity info. FFS other information. 

· Per BH RLC channel based flow control feedback can be considered as baseline. FFS on the necessity of other flow control granularity
· BAP layer supports the DL hop-by-hop flow control and flow control feedback function
RAN2#107bis
· We assume 16-bit LCID for the extension for IAB, and add 2 bytes to the MAC header (no additional reserved bits or values)
RAN2#108
· R2 assumes that e.g. when the buffer load exceeds the certain level, the DL hop-by-hop flow control feedback should be triggered, the details of this trigger is left for implementation (in this Rel)

· We use Available or desired buffer size (absolute e.g. MB kB)


As can be seen from the above agreements, DL flow control report function is supported in IAB network by BAP layer, whereas the format design of the corresponding control PDU is left to FFS. Therefore, his paper, aims to investigate the contents and the format of BAP control PDU for flow control. 
2. Discussion
2.1 BAP control PDU for flow control
Downlink data congestion, or even packet discard, may occur at the intermediate IAB-node in the case that an IAB-node’s link capacity to its child IAB-node or a UE is smaller than the capacity of a backhaul link from the parent IAB-node. In other words, buffer overflow may occur when the ingress data rate from its parent IAB-node dos not match the egress data rate to child IAB nodes or UE. This phenomenon may principally be due to information asymmetry between the IAB-node and its parent IAB-node if the parent IAB-node is unaware of the downlink buffer status of the IAB-node. The congested IAB node will send feedback of flow control information to its parent IAB node, as agreed on RAN2#107, if the child IAB-node is suffering congestion. The parent IAB-node, upon receiving the flow control message from its child (and congested) node, may adjust the scheduling behavior to alleviate downlink data congestion. 
So far, only BAP control PDUs for RLF recovery failure and flow control have been adopted, within which the former is transmitted in DL and the latter is transmitted in UL. However one should not exclude the possibility of specifying new BAP control PDUs for IAB network enhancements in future. To ensure forward compatibility when new BAP control PDUs for different purposes are introduced, a message type field indicating the purpose of a BAP control PDU should be included.
Observation 1: RAN2 does not exclude the possibility of specifying other types of BAP control PDUs.
Proposal 1: The field message type should be carried in control PDU to indicate whether the message is for flow control.
Unlike the BAP data PDU, which is used to convey upper layer data and may be transferred to different IAB nodes based on the fields DESTINATION and PATH set in PDU header, routing information for flow control message (BAP control PDU) is unnecessary due to the destination of the flow control message is always the parent IAB-node. Thus, there is no need to include routing information (either DESTINATION or PATH) towards the upstream IAB-node in the control PDU. 

Observation 2: The routing destination of the flow control message is always its parent IAB-node.
Proposal 2: There is no need to include routing information (either DESTINATION or PATH) in the BAP control PDU for flow control.
The information carried by flow control message is primarily intended to alleviate downlink congestion and should accurately reflect the current congestion situation. RAN2 assumes that once the buffer load of child IAB-node exceeds a certain level, the DL hop-by-hop flow control feedback should be triggered. Thus, the buffer status of congested IAB-node needs to be reported timely to its parent IAB-node, thereby eliminating the information asymmetry between the congested IAB-node and its parent IAB-node. According to the agreements made at RAN2#107 [1] and #108 [3], the available or desired buffer size should be carried in flow control PDU. It was also agreed at RAN2#107 meeting [1] that per BH RLC channel based flow control feedback can be considered as baseline. Therefore, if the congested BH RLC channel ID(s) can also be provided in addition to buffer status, the parent IAB-node will be well-informed of the congestion information and be able to manage downlink transmission adjustment based on the granularity of BH RLC channel. 
Observation 3: The available or desired buffer size should be carried in the BAP control PDU for flow control, and the baseline of flow control granularity is per BH RLC channel based.
Considering the feedback on the basis of BH RLC channel, LCID and extended LCID need to be taken into account as the configuration of both are supported in IAB network. The Logical Channel ID (LCID) field is 6 bits. By contrast, the extended LCID (eLCID) field size is 16 bits. The introduction of eLCID is largely due to requirement for one-to-one mapping between UE DRBs and backhaul RLC channels, as in this case there would be no aggregation of bearers above RLC. Obviously, there would be two types of formats for flow control message formats with respect to LCID and eLCID. The one for LCID is expected to have a smaller size than the other one for eLCID.
Observation 4: Both LCID and eLCID are supported for IAB network, wherein LCID takes 6-bit and eLCID takes 16-bit space.
Proposal 3: Flow control PDU formats are defined respectively for LCID and eLCID scenarios.
On the one hand, in tcase that BH RLC channels transmitted from the parent IAB node via the backhaul link are configured with LCID, there are not so many LCIDs and using a bitmap to indicate the congestion occurrences seems feasible. One of the potential formats in this case is displayed in Figure 1(a) 4 bits are set for message type, followed by a 32-bit bitmap that is used to reflect the congestion situation of the 32 BH RLC channels. It is not precluded that more bits may be used for the bitmap if the reserved LCIDs are allocated for UL-SCHs in BH link in the future. For example, the interpretation to set B0 to ‘1’ can be that BH RLC channel with ID 0 is suffering from congestion, while setting B0 to ‘0’ means that BH RLC channel 0 is not congested. The bitmap length is 32 in this example is based on the legacy LCID space for UL-SCH, while it may be further extended to a longer bitmap if the reserved LCID values are reallocated to represent additional logical channels. Additionally, the congestion can also be indicated per BH RLC channel group as illustrated in Figure 1(b). The only difference from Figure 1(a) is that the granularity reflected in Figure 1(b) is BH RLC channel group.
	Bits
	Number of Octets

	7
	6
	5
	4
	3
	2
	1
	0
	

	D/C
	R
	R
	R
	MESSAGE TYPE
	1

	B7
	B6
	B5
	B4
	B3
	B2
	B1
	B0
	1

	…
	…

	B31
	B30
	B29
	B28
	B27
	B26
	B25
	B24
	1

	Available or desired buffer size
	1


(a) Reuse LCH
	Bits
	Number of Octets

	7
	6
	5
	4
	3
	2
	1
	0
	

	D/C
	R
	R
	R
	MESSAGE TYPE
	1

	B7
	B6
	B5
	B4
	B3
	B2
	B1
	B0
	1

	Available or desired buffer size
	1


(b) Reuse LCG
 Figure 1 BAP control PDU for flow control in the form of LCID
On the other hand, in the case that BH RLC channels transmitted from the parent IAB node via the backhaul link are configured in the form of eLCID, the bitmap is no longer practical because about 216 BH RLC channels need to be recorded. In practice, a great number of BH RLC channels (potentially hundreds of them) may suffer from congestion concurrently, if all congested BH RLC channel IDs (16 bits for each) are included in control PDU, the overhead of flow control feedback may override the benefit of informing parent IAB-node of the current congestion situation. Consequently, it is undesirable to transmit feedback information with hundreds of bytes as it will only exacerbate the ongoing congestion situation. One way forward for this problem is to group the continuous congested BH RLC channels and record the first and last ID of each BH RLC channel group instead, by doing so, the scope of congested BH RLC channels can be well included with minimized overhead. 

Figure 2 is an example of flow control PDU in the form of eLCID. The first byte of the format is compatible with Figure 1, and the message type field can be used to distinguish the type of flow control PDU (such as indicating the PDU to be in the form of LCID or eLCID). Starting from the second byte, every 4 bytes represent a range of congested BH RLC channel group, the number of channel groups recorded is not limited. Though BH RLC channel configured with LCID can also adopt this type of format, it is less cost-effective compared to the format given in Figure 1. The reason is that each byte used to report congested BH RLC channel will consist of 6-bit channel ID and 2 unused bits, and the total amount of redundant bits is increased with the number of congested BH RLC channel groups. Therefore it is not preferred to adopt the same PDU format for both LCID and eLCID cases.
	Bits
	Number of Octets

	7
	6
	5
	4
	3
	2
	1
	0
	

	D/C
	R
	R
	R
	MESSAGE TYPE
	1

	The first BH RLC channel ID (first congested BH RLC channel group)
	2

	The last BH RLC channel ID (first congested BH RLC channel group)
	2

	…
	

	The first BH RLC channel ID (last congested BH RLC channel group)
	2

	The last BH RLC channel ID (last congested BH RLC channel group)
	2

	Available or desired buffer size
	1


Figure 2 BAP control PDU for flow control in the form of eLCID
Proposal 4: two flow control PDU formats are defined:
· Format 1: when LCID is used, congestion status is indicated using bitmap per BH RLC channel or channel group;

· Format 2: when eLCID is used, congestion status is indicated using eLCIDs per BH RLC channel group.
As discussed above, a BH RLC channel of backhaul link may be configured with either LCID or eLCID. Therefore, there may be a mixed use of LCID and eLCID in the same backhaul link. If an IAB-node simultaneously receives data based on BH RLC channels configured with both LCID and eLCID, then intuitively format 2 should be used. Because for Format 1 is only feasible to support the congestion report of a very limited number of BH channels, which is far below the requirements of the eLCID scenario (approximately 216).
Proposal 5：When any of the BH RLC channels is configured with eLCID, the flow control PDU format based on eLCID is used (Format 2). Otherwise, the flow control PDU format based on LCID is used (Format 1). 
3. Conclusion
In this paper, we construct the format of BAP control PDU for flow control. The observations and proposals are the following:
Observation 1: RAN2 does not exclude the possibility of specifying other types of BAP control PDUs.
Observation 2: The routing destination of the flow control message is always its parent IAB-node.
Observation 3: The available or desired buffer size should be carried in the BAP control PDU for flow control, and the baseline of flow control granularity is per BH RLC channel based.
Observation 4: Both LCID and eLCID are supported for IAB network, wherein LCID takes 6-bit and eLCID takes 16-bit space.
Proposal 1: The field message type should be carried in control PDU to indicate whether the message is for flow control.
Proposal 2: There is no need to include routing information (either DESTINATION or PATH) in the BAP control PDU for flow control.
Proposal 3: Flow control PDU formats are defined respectively for LCID and eLCID scenarios.
Proposal 4: two flow control PDU formats are defined:

· Format 1: when LCID is used, congestion status is indicated using bitmap per BH RLC channel or channel group;

· Format 2: when eLCID is used, congestion status is indicated using eLCIDs per BH RLC channel group.
Proposal 5：When any of the BH RLC channels is configured with eLCID, the flow control PDU format based on eLCID is used (Format 2). Otherwise, the flow control PDU format based on LCID is used (Format 1). 
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