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1
Introduction
RAN2#107 agreed on flow control [1]:

	Flow Control

· The UL end-to-end flow control is not supported in IAB network

· The DL hop-by-hop flow control is supported in IAB network. 

· One hop DL flow control feedback is considered for DL hop-by-hop flow control, i.e. congested IAB node feedback flow control info to its parent IAB node.

· DL One-hop flow control feedback should include the IAB node buffer load (details FFS) and flow control granularity info. FFS other information. 

· Per BH RLC channel based flow control feedback can be considered as baseline. FFS on the necessity of other flow control granularity

· BAP layer supports the DL hop-by-hop flow control and flow control feedback function

· It is FFS how to trigger the the DL hop-by-hop flow control in IAB network

· LS on flow control in IAB to RAN3 approved in R2-1911539




RAN2#107bis further discussed hop-by-hop feedback for DL flow control. The chairman summarized the proposals on the table on the feedback information [1]:
	Chair: Proposals on the table on the information in the feedback on the “source” of the problem:

0) No information 

1) Implicit information: the BH RLC channel the feedback is sent on is the BH RLC channel for which packets are buffered. 

2) Routing IDs of buffered traffic (covers congestion on next IAB link(s))

3) UE id + UE bearer ID of buffered traffic (covers also UE access link congestion) 


This paper discusses these options of feedback information for hop-by-hop DL flow control.

2
Discussion
In IAB, congestion can occur on IAB-nodes if the traffic is received with higher rate on the ingress link than it can be forwarded on egress link(s). In UL direction, this problem can be mitigated by the scheduler, which can throttle throughput by reducing UL grants. On the DL, congestion can be mitigated by the CU-UP based on feedback via the DL Data Delivery Signalling message of the NR User-plane Protocol (NUPP). This feedback reports packet drops observed at the F1-U termination point rather than overload conditions at the on-path IAB-node.
For short-term mitigation of DL congestion, RAN2 has discussed hop-by-hop flow control, where the congested IAB-node sends feedback to its parent node containing information on its buffer load condition. 

RAN2’s baseline assumption presently is that the feedback occurs per ingress RLC channel. RAN2 presently discusses if this feedback should hold more fine-granular information. The following options on feedback information have been considered:
Option 0: No information

Option 1: Ingress RLC channel – This is presently the baseline defined in RAN2#107
Option 2: Routing ID

Option 3: UE id and/or UE bearer ID

Since the IAB-node may have (at least) one queue per ingress RLC channel, load-based feedback needs to include information about the ingress RLC channel so that the parent node’s scheduler can throttle traffic pertaining to this queue. This was the motivation for the present baseline (option 1) and it eliminates option 0 as a sensible solution.

Observation 1: Since the IAB-node may have at least one queue per ingress RLC channel, the feedback needs to at least include information on this ingress RLC Channel.
It remains to be discussed if the feedback should contain information of finer granularity, such as route, UE- or bearer, which conveys the source that causes the congestion. The motivation of such enhancement is to enable the parent-node’s scheduler to perform fine-granular throughput shaping within the BH RLC channel so that the buffer resource can be shared more fairly among the traffic at this congestion point.  
As pointed out above, the NUPP already provides a UE-bearer-specific feedback mechanism that allows achieving fair resource sharing among UE bearers mapped to the same BH RLC channel. 
Observation 2: NUPP already provides flow-control with bearer granularity, which allows achieving fair resource sharing among bearers mapped to the same BH RLC channel.
When hop-by-hop flow control shifts the congestion point further up, packets will ultimately get dropped at the IAB-donor DU. Assuming that the IAB-donor DU applies Active Queue Management (e.g. Early Random Discard), it will punish flows in proportion to their buffer share and therefore penalize high-traffic flows over low-traffic flows. Higher layer flow/congestion control mechanisms such as applied by TCP and TFRC throttle throughput based on congestion signals, i.e. packet drops, which will automatically lead to a fairer sharing of the buffer resource.
Observation 3: Flow control with feedback per BH RLC channel (option 1) will achieve fair throughput throttling in conjunction with active queue management and higher layer flow/congestion control mechanisms (e.g. TCP).
In case fine-granular hop-by-hop flow control feedback should still be desired per route, UE or UE-bearer, it be achieved by using feedback per ingress BH RLC channel and configuring a separate BH RLC channel per route, UE or UE-bearer on each BH link. Figure 1 shows an example. 
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Figure 1: Example of configuring a separate RLC channel per route, UE or UE-bearer

Observation 4: Flow control with feedback per BH RLC channel (option 1) can already provide fine-granular feedback per route, UE or UE-bearer by configuring a separate BH RLC channel per route, UE or UE-bearer.

In case fine-granular feedback per route, UE or UE-bearer was provided within each BH RLC channel, the parent-node scheduler can only make use of it if it supports a separate queue per route, UE or UE-bearer. Such fine-granular queueing creates the same overhead as when a separate BH RLC channel is configured per route, UE or UE-bearer. Options 2 and 3 are therefore not necessary since applying existing bearer mapping together with option 1 achieves the same goal.  

Observation 5: Options 2 and 3 do not provide any benefit over option 1.
While options 2 and 3 do not provide any benefits, they require additional specification and implementation effort.

Observation 6: Options 2 and 3 require additional specification and implementation effort.

Options 2 and 3 further imply traffic prioritization within an RLC channel which violates the principle of QoS differentiation by logical channel.
Observation 7: Option 2 and 3 imply traffic prioritization within an RLC channel which violates the principle of QoS differentiation by logical channel.
Based on these observations, hop-by-hop flow control feedback should not be based on route, UE or bearer information since this has no benefits, adds unnecessary specification and implementation effort and violates the key principle of LCH-based QoS differentiation.

Proposal 1: RAN2 to adopt option 1.
3
Conclusion
This paper discussed options of feedback information for hop-by-hop DL flow control. The following observations and proposals have been made: 

Observation 1: Since the IAB-node may have at least one queue per ingress RLC channel, the feedback needs to at least include information on this ingress RLC Channel.
Observation 2: NUPP already provides flow-control with bearer granularity, which allows achieving fair resource sharing among bearers mapped to the same BH RLC channel.
Observation 3: Flow control with feedback per BH RLC channel (option 1) will achieve fair throughput throttling in conjunction with active queue management and higher layer flow/congestion control mechanisms (e.g. TCP).
Observation 4: Flow control with feedback per BH RLC channel (option 1) can already provide fine-granular feedback per route, UE or UE-bearer by configuring a separate BH RLC channel per route, UE or UE-bearer.

Observation 5: Options 2 and 3 do not provide any benefit over option 1.
Observation 6: Options 2 and 3 require additional specification and implementation effort.

Observation 7: Option 2 and 3 imply traffic prioritization within an RLC channel which violates the principle of QoS differentiation by logical channel.

Proposal 1: RAN2 to adopt option 1.
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