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1	Introduction
The baseline mechanism for UL LBT detection was agreed in RAN2 #107 with some concerns on too frequent counting of the failure instance raised [1]:
	Baseline Mechanism, further enhancements not precluded: 
A “threshold” for the maximum number of LBT failures which triggers the “consistent” LBT failure event will be used. 
Both a timer and a counter are introduced, the counter is reset when timer expires and incremented when UL LBT failure happens
The timer is started/restarted when UL LBT failure occur. 

Chair summary on the baseline mechanism above: The BFD inspired mechanism seems to be supported by many, but there is also some concerns. For now Agree it as a baseline mechanism to allow further review later, to understand whether further enhacnements are needed. 


Potential enhancement to avoid counting too close failures was discussed in the previous RAN2 meeting without conclusion [2]. In this contribution we further discuss the issue. 
2	Discussion
Too early declaration was the main concern on the agreed baseline LBT detection mechanism, as at each LBT failure the timer is restarted and the counter is increased. It is not an issue for Rel-15 BFD as the failure is based on periodic reference signal(s). With the agreement that all the UL transmissions are considered, it is possible to have a situation of very frequent UL transmissions, and even for periodic transmissions, they may have different periodicities. It seems difficult, even impossible, to have a proper parameter configuration for the LBT failure monitoring still avoiding too early declaration of the consistent LBT failure event. 
During the online discussion in the previous meeting, some companies suggested it can be solved by configuring longer timer or lager counter values. But longer timer does not really solve the problem since the counter will be accumulating as long as the timer is running, since the timer was mainly to avoid accumulating too far apart failures but has nothing to do with very close ones. And setting larger counter would also delay the declaration of consistent UL LBT failure when there are no frequent UL transmissions. In practice, it is impossible to configure proper values based on various periodicities of different UL transmissions of periodic CSI reporting, CGs, SR, SRS etc., as well as taking into account other potential aperiodic transmissions including dynamic grants, aperiodic CSI, HARQ feedback, etc.
To avoid too early declaration of the LBT failure as well as to facilitate reasonable configuration possibility, it was proposed by several companies to introduce another timer to mimic the behaviour of periodic transmissions so that very frequent failures are not double/triple counted, and failure declaration time is deterministic when there are consistent failures [3] [4] [5] [6] [7]. The new timer (as well as the agreed LBTFailureDetectionTimer preventing accumulating too far apart failures) would be started when the first LBT failure happens. While this timer is running, it would prohibit further failures from increasing the LBT_COUNTER. After the prohibit timer expires, the next LBT failure indication starts it again and the counter is increased. 
Proposal 1: on top of the agreed baseline detection mechanism, introduce a new timer, e.g. lbt-FailureProhibitTimer, to prevent counting too close failures, i.e. the counter is only increased when the new timer is not running.
Proposal 2: the new timer is started at each LBT failure that is counted, i.e., only when the new timer is not running. 
To also allow  counting all UL LBT failures, if it is desired, the timer could be set to 0. With such configuration, all the UL LBT failures are counted as if the timer would not exist. 
Proposal 3: Introduce a value 0 for the new timer, based on which the UE counts all the failures. 
TP to the MAC running CR:
	5.X.2 LBT failure detection and recovery procedure
The MAC entity may be configured by RRC with a consistent LBT failure recovery procedure. Consistent LBT failure is detected per UL BWP by counting LBT failure indications, for all UL transmissions, from the lower layers to the MAC entity.
RRC configures the following parameters in the lbt-FailureRecoveryConfig:
-	lbt-FailureInstanceMaxCount for the consistent LBT failure detection;
-	lbt-FailureDetectionTimer for the consistent LBT failure detection;
-	lbt-FailureProhibitTimer for avoiding accumulating too frequent LBT failure instances;
The following UE variables are used for the consistent LBT failure detection procedure:
-	LBT_COUNTER: counter for LBT failure indication which is initially set to 0.
For each activated Serving Cell configured with lbt-FailureRecoveryConfig, the MAC entity shall:
1>	if LBT failure indication has been received from lower layers:
2>	start or restart the lbt-FailureDetectionTimer;
2> if the lbt-FailureProhibitTimer is not running:
3> start the lbt-FailureProhibitTimer;
23>	increment LBT_COUNTER by 1;
2>	if LBT_COUNTER >= lbt-FailureInstanceMaxCount:
…
1>	if the lbt-FailureDetectionTimer expires; or
1>	if lbt-FailureDetectionTimer or lbt-FailureInstanceMaxCount is reconfigured by upper layers:
2>	stop the lbt-FailureProhibitTimer;
2> set LBT_COUNTER to 0.


3	Conclusion
Potential enhancement to avoid counting too close failures is discussed in this contribution with the following proposals proposed and TP proposed in section 2:
Proposal 1: on top of the agreed baseline detection mechanism, introduce a new timer, e.g. lbt-FailureProhibitTimer, to prevent counting too close failures, i.e. the counter is only increased when the new timer is not running.
Proposal 2: the new timer is started at each LBT failure that is counted, i.e., only when the new timer is not running. 
Proposal 3: Introduce a value 0 for the new timer, based on which the UE counts all the failures. 
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