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1
Introduction
According to the revised WID of NR IIoT [1], the WI should address the following objectives for Rel-16:

	The detailed objectives for NR intra-UE prioritization/multiplexing are:
· Specify enhancements to address resource conflicts between dynamic grant (DG) and configured grant (CG) PUSCH and conflicts involving multiple CGs [RAN2, RAN1].

· Specify PUSCH grant prioritization based on LCH priorities and LCP restrictions for the cases where MAC prioritizes the grant [RAN2].

· Address UL data/control and control/control resource collision by (L1 multiplexing of services of different priority is out of scope):

· specifying a method to address resource collision between SR associating to high-priority traffic and uplink data of lower-priority traffic for the cases where MAC determines the prioritization [RAN2].

· specifying prioritization behaviour among HARQ-ACK/SR/CSI and PUSCH for traffic with different priorities, including the cases with UCI on PUCCH and UCI on PUSCH [RAN1, RAN2].




In RAN2 #107 [2], it was agreed that only one MAC PDU should be generated when there is sufficient time for the UE to handle two or more colliding grant:

	RAN2 #107 Agreements:
· For The case when no PDU has been generated at all yet, and there is two grants where one will be de-prioritized (and there is data available for both grants).  One PDU is generated



Then, this topic has been de-prioritized in RAN2 for one meeting, in order to wait for more progress from RAN1 side. Some key agreements have been made in RAN1 #98bis [3], which confirms that some explicit/implicit indicator should be included in each grant to label whether this grant is high or low priority:

	RAN1 #98bis Agreements:
· Agreement:

2-level PHY priority of DG PUSCH at least for PHY-layer collision handling is determined by a PHY indication/signaling.
· Agreements:

2-level PHY priority of CG PUSCH at least for PHY-layer collision handling is determined by an explicit indication (as a new RRC parameter) in each CG configuration for Type 1 and Type2 CG PUSCH.
FFS whether/how or not to further have in Type2 CG PUSCH activation (FFS to complement or overwrite) the RRC configured indication and if so, the applicable DCI formats
· Agreements:
For handling intra-UE collision in R16, 
· P/SP-CSI on PUCCH is treated with low priority.

· The priority of a SP-CSI on PUSCH depends on the 2-level PHY priority of the PUSCH conveying the SP-CSI. 

· The priority of a A-CSI depends on the 2-level PHY priority of the PUSCH (w/ or w/o UL-SCH) conveying the A-CSI. 



This paper aims to discuss some of the corresponding enhancements that MAC should consider, in order to make sure that higher priority traffics can be processed and transmitted with lower latency.
2
Discussion

According to agreements made in RAN2 and RAN1, the MAC should only generate the MAC PDU for the prioritized grant, and from PHY perspective the prioritization can be determined based on the per-grant priority indication adopted by RAN1. In some cases, due to insufficient processing time or some other reasons, the MAC may generate more than one MAC PDUs, and one of them is de-prioritized (and stored in the HARQ buffer).

It is indeed crucial to make sure that URLLC traffics will always be prioritized when competing with lower-priority traffics such as eMBB. In other words, high priority traffic should be exclusively served by high priority grants, so it will not be potentially delayed/cancelled by lower priority traffics. Thus, in order to align MAC/PHY behaviour for intra-UE prioritization, it makes sense to introduce Grant-Dependent LCP restriction mechanisms. In particular, LCHs conveying URLLC traffics could be configured to be restrictively mapped to grants with “high priority” indicator. On the other hand, considering a case where both colliding grants are associating to high priority PUSCH, and one of them could convey low-priority traffics (e.g. eMBB) that potentially overrides another PUSCH carrying high-priority traffics, similar LCH mapping restriction should be introduced for low priority LCHs too.
To summarize, RAN2 should adopt a new LCP restriction mechanism such that the LCHs are divided into two subsets: High-Priority traffics & Low-Priority traffics; the High-Priority traffics are exclusively served by “High Priority” grants, while the Low-Priority traffics are exclusively served by “Low Priority” grants.
Note that the MAC at the UE side is not aware of QoS profiles associating to each LCH, so in order to conduct the LCP restriction rules mentioned above, certain configuration by gNB is needed for the UE to classify “high priority” and “low priority” traffics among the LCHs. There could be two options:
· Option 1: Per-LCH mapping restriction configuration – Each LCH is configured for mapping to either high-priority grant or low-priority grant.

· Option 2: LCH priority threshold – A threshold level of LCH priority can be configured per MAC entity, which indicates two exclusive LCH subsets (LCHs with priority equal/higher than the threshold, or not) that are respectively mapped to high-priority grant or low-priority grant.
From our point of views, both options should work well, and we don’t have a strong preference about which approach should be chosen. But in some sense Option 1 is more aligned with Rel-15 configurations of LCP restrictions for each LCH. This should be further discussed by RAN2.
Proposal 1: LCH mapping restriction should be enhanced such that High-Priority traffics are exclusively served by “High Priority” grants, while Low-Priority traffics are exclusively served by “Low Priority” grants. RAN2 should discuss and agree the required configuration mechanism to fulfil such LCP restriction behaviour.
Based on the framework proposed above, here we discuss MAC’s behaviour in cases with different buffer status and priority levels between the conflicting grants. 

By following the previous RAN2 agreement where only one MAC PDU is generated when data for both grants are available, the MAC should only generate the MAC PDU for the high-priority grant.
Proposal 2: When there is data available for both high-priority and low-priority grants, the UE should only generate the MAC PDU for the high-priority grant, and then deliver it to PHY for transmission.
On the other hand, in some cases the UE has two colliding grants with different priority levels, but the UE has no data in the buffer of one of the two LCH subsets representing low and high priority traffics. In such cases, depending on which LCH subset has data queueing in the buffer, the MAC should only generate the PDU for the corresponding grant, and ignore the other grant. From PHY perspective, it is tantamount to no grant collision as only one MAC PDU is received from the upper layer.
Proposal 3: When there is data available for only one of the high-priority and low-priority grants, the UE should only generate the MAC PDU for the grant that has corresponding traffic in the buffer, and then deliver it to PHY for transmission.
Moreover, there could be cases where the UE has two colliding grants with the same priority level, and the UE has data in the buffer of the LCH subsets corresponding to this priority. In this case, the MAC may check which grant would carry data from LCH with higher priority, and thereby determine which grant should be processed for uplink transmission. As one implementation option, the MAC may begin by generating the MAC PDU for the grant that has earlier PUSCH starting time and deliver it to PHY for processing. Then, the MAC should check the buffer status of LCHs that can be mapped to the later grant: If the later grant would carry LCH(s) with higher priority than the highest priority LCH mapped to the previous grant, then the MAC should generate the MAC PDU and delivery to PHY to override the previous MAC PDU. Otherwise, if the later grant would not carry LCH(s) with higher priority than the highest priority LCH mapped to the previous grant, the MAC can simply abandon the later grant.
In general, apart from the per-grant priority level indication, which grant that the MAC chooses to generate the MAC PDU should also depend on buffer status of the LCHs. Also, when the two conflicting grants have the same priority level, the MAC may select the prioritized grant based on the LCH priority.
Proposal 4: When the colliding grants have the same priority levels, the UE should determine whether a MAC PDU should be generated for a grant based on priority of LCHs to be mapped to these grants.
3
Conclusions
This contribution provides our opinions on intra-UE prioritization, considering RAN1’s decisions on adopting the per-grant priority indicator. In particular, we propose that LCP restriction based on grant priority should be adopted in Rel-16:
Proposal 1: LCH mapping restriction should be enhanced such that High-Priority traffics are exclusively served by “High Priority” grants, while Low-Priority traffics are exclusively served by “Low Priority” grants. RAN2 should discuss the required configuration mechanism to fulfil such LCP restriction behaviour.
Moreover, following UE behaviour should be defined for cases with different buffer status and conflicting grants with same/different priority levels:

Proposal 2: When there is data available for both high-priority and low-priority grants, the UE should only generate the MAC PDU for the high-priority grant, and then deliver it to PHY for transmission.
Proposal 3: When there is data available for only one of the high-priority and low-priority grants, the UE should only generate the MAC PDU for the grant that has corresponding traffic in the buffer, and then deliver it to PHY for transmission.
Proposal 4: When the colliding grants have the same priority levels, the UE should determine whether a MAC PDU should be generated for a grant based on priority of LCHs to be mapped to these grants.
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