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Introduction
In this paper, we discuss the following item in the WI [1]:

	· Specify enhancements to address resource conflicts between dynamic grant (DG) and configured grant (CG) PUSCH and conflicts involving multiple CGs [RAN2, RAN1].
· Specify PUSCH grant prioritization based on LCH priorities and LCP restrictions for the cases where MAC prioritizes the grant [RAN2].


[bookmark: _Toc524946176]

The grant prioritization is needed in the following two scenarios: 1) between a configured grant and a dynamic grant; 2) between two configured grants. In what follows, when we talk about two overlapping grants, we assume at least one of them is a configured grant. 

The following has been agreed in relation to intra-UE data-data prioritization,

	For the case when no PDU has been generated at all yet, and there is two grants where one will be de-prioritized (and there is data available for both grants).  One PDU is generated
The case of highest priorities of two conflicting grants are equal is handled according to the following: for CG DG conflict, DG is prioritized, other cases FFS to what extent to specify. 
same prioritization solution for CG vs CG conflict and CG vs DG conflict



In this paper, we discuss the stage-2 level proposals for grant prioritization involving configured grants. In [2], we discuss the stage-3 issue related with handling of de-prioritized MAC PDUs. Furthermore, we discuss LCP restriction enhancement and a need for reliability indicator for prioritization between grants in [3]. 
Discussion
Stage-2 solutions
The question that has been discussed and with diverging opinions are whether MAC should generate PDUs for each grant or MAC should only generate one PDU. 
From the use case point of view, it can happen that the configured grants (CG) for high priority traffic have short PUSCH duration while the dynamic grant for low priority traffic has long PUSCH duration. It is inevitable that the high priority CG traffic arrives in the midst of the allocated PUSCH transmission of the dynamic grant. In such a case, UE must construct the PDU for dynamic grant (DG) since it is not sure whether there will be data arrival for high priority traffic. On the other hand, when the high priority CG traffic arrives in the midst of the allocated PUSCH transmission of the DG, then the PDU has to be constructed for the configured grant to fulfil the requirement. Thus, there is a need to consider the scenario where two MAC PDUs are constructed. This is illustrated in the following Figure 1. 
[image: ]
[bookmark: _Ref7427610][bookmark: _Ref7427603]Figure 1 The scenario in which two MAC PDUs are needed
As of Rel-15, there is only one MAC PDU generated when dynamic grant overrides configured grant, such a behaviour of generating one MAC PDU should be kept if possible. This is possible considering the case when the MAC PDU subject to pre-emption has not yet been built, when a second UL grant is received (e.g., via DCI) and processed. This can happen in the case that the knowledge of overlapping grants and their respective user data is available for processing in MAC before construction of the MAC PDU is initiated (i.e. the MAC has enough time prior to transmission start to decide what data to prioritize and formulate the corresponding MAC PDU). In this case, building only one MAC PDU can simplify the scheduler. Since this has been specified in Rel-15, we do not see any reasons to exclude this case in Rel-16. 
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In the event that a dynamic grant ‘A’ is overlapping with a configured grant ‘B’, gNB is aware of the configured grant, therefore a good gNB implementation will allocate a different HARQ PID for the dynamic grant to avoid HARQ overlapping. In the event that ‘A’ and ‘B’ are from different configured grants configurations, different HARQ process will be obtained for each configuration (given that the configurations have different offsets and temporal characteristics) based on the agreed HARQ Process ID calculation method that “When multiple UL CG or DL SPS configurations is configured, an offset for each configuration is needed for the calculation of the HARQ process ID:”
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As concluded in the TR 38.825, the prioritization between any two overlapping grants should be based on which LCH the data is to be multiplexed from, and the associated priority of the LCH. It is rather obvious that the MAC should prioritize the grant which carries more important data, typically corresponding to a higher priority LCH. 
The following agreement has been made in #107:
	For the case when no PDU has been generated at all yet, and there is two grants where one will be de-prioritized (and there is data available for both grants).  One PDU is generated



Based on the above agreement we propose:
[bookmark: _Toc20144331][bookmark: _Toc20144682][bookmark: _Toc20144754][bookmark: _Toc21012043][bookmark: _Toc21012047][bookmark: _Toc21012051][bookmark: _Toc23705108][bookmark: _Toc23705266][bookmark: _Toc24040768]In case of data vs data grants overlapping, MAC layer is responsible for prioritization between overlapping grants.

Furthermore, in previous RAN2 #105 meeting ‎[5], the following SI agreement has been made:

	For cases when MAC prioritizes a grant, MAC prioritizes the grant on which data of the highest priority can be transmitted according to LCP restrictions and priority configured for each LCH.




The above study item agreement states that MAC should select the grant that has a higher LCH priority data mapped (or to be mapped) into it. However MAC CE was not considered in the SI discussion, and there are proposals in ‎[7] that the prioritization process needs to be complemented to address the case where the MAC PDU includes MAC CE (the same issue appears in the SR versus PUSCH prioritization [8]). 
One way is to re-use the LCP-priorities (i.e. those found in the end of sub-clause 5.4.3.1.3 of TS 38.321) when MAC allocates resources for different logical channels. In this list, certain MAC CEs such as confirmation MAC CE, BSR MAC CE, PHR MAC CE have higher priority than the highest LCH priority. However, there is no LCP restriction defined for MAC CE, and it means that a low priority grant (with long PUSCH duration and ordinary BLER target of 10%) with MAC CE can pre-empt a high priority grant with critical data, if the priorities in 5.4.3.1.1 has been adapted in the prioritization between grant rules. One may argue that we can introduce LCP restriction for MAC CE, to avoid such behaviour, but this would essentially prevent the MAC CEs to be sent on some grants. Because the triggering of UL MAC CE is done within the UE, network is not aware exactly when these will be triggered and even if gNB is able to provide suitable grants, the delivery would be severely delayed. 
In [7], it is argued that only BSR (among all other MAC CEs) should be included in this prioritization and other MAC CEs are ignored since they are LCHs’ agnostic. However, the following aspects should be considered before agreeing on this direction. Firstly, since BSR is triggered by data in high priority LCH, we can consider the high priority LCH itself in the prioritization process instead of its corresponding BSR. Secondly, the problem of sending high priority BSR (or corresponding to high priority LCH) on low priority grant has been addressed by allowing the corresponding PUCCH of the triggered SR (which is associated with the triggered BSR) to overlap and override that low priority grant. This has been discussed in ‎[8] and RAN2#107 agreements, i.e., if SR has been triggered and the corresponding PUCCH resources overlap with PUSCH resources, and the LCH triggering SR has higher priority than those to be sent over PUSCH, then the PUCCH of this SR should overrides those PUSCH for low priority LCHs.
One simple solution is to ignore the MAC CE in the grant prioritization rule. Using this solution, there can be cases that the MAC CE is lost (i.e., the MAC PDU carrying this MAC CE is pre-empted by a later MAC PDU with higher priority LCH). In order to address such case the following solution can be considered:
· The MAC CE, can be recovered by the retransmission of the preempted MAC PDU, as part of the solution discussed in [2]. The MAC CE is not lost but delayed by one HARQ retransmission round-trip time. In Rel-15, there is no LCP restriction on MAC CE and it is expected that the MAC CE might be delayed due to HARQ re-transmissions. We believe this solution is clear and follows the principle in Rel-15.
[bookmark: _GoBack]If there is a need for further optimization, another solution is to transmit the de-prioritized MAC CE on the pre-empting grant. Hence, avoid the extra delay resulted due to waiting for the retransmission of de-prioritized PDU. It makes sense to avoid such delay to preserve the functionality of the lost MAC CE, e.g., the value of PHR MAC CE points to a specific time slot, hence sending it in the same slot will preserve its functionality. 
Based on the above discussion that MAC CE is ignored in the grant prioritization rule, we propose the following, 
[bookmark: _Toc4657559][bookmark: _Toc4658127][bookmark: _Toc4677376][bookmark: _Toc4681715][bookmark: _Toc4420829][bookmark: _Toc4422257][bookmark: _Toc4592789][bookmark: _Toc7428748][bookmark: _Toc7428861][bookmark: _Toc7428872][bookmark: _Ref7434241][bookmark: _Toc7434677][bookmark: _Toc7434898][bookmark: _Toc7531322][bookmark: _Toc7717552][bookmark: _Toc7717649][bookmark: _Toc16608712][bookmark: _Toc16610467][bookmark: _Toc16610482][bookmark: _Toc16610501][bookmark: _Toc16611022][bookmark: _Toc16611048][bookmark: _Ref19216338][bookmark: _Toc20144332][bookmark: _Toc20144683][bookmark: _Toc20144755][bookmark: _Toc21012044][bookmark: _Toc21012048][bookmark: _Toc21012052][bookmark: _Toc24040769][bookmark: _Toc23705109][bookmark: _Toc23705267]In the event of overlapping grants (in which at least one of them is a configured grant), MAC prioritizes the grant that has a higher priority LCH multiplexed on it or to be multiplexed on it, considering LCP restriction (Rel-15 baseline and any Rel-16 enhancements). 
[bookmark: _Toc24040770]MAC CE is not considered in determining the priority of the grant/UL-SCH. 

In the companion paper [3], we have further discussed the LCP restriction enhancements that are needed to elaborate on the above proposal, e.g., “…a higher priority LCH multiplexed on it or to be multiplexed on it, considering LCP restriction (Rel-15 baseline and any Rel-16 enhancements)”. 
It has been identified that when gNB is not aware that a MAC PDU is dropped (we call it de-prioritized), there would be an issue of data loss and UE would have to re-create the MAC PDU. However, if the de-prioritized MAC PDU is only on the dynamic grant, and gNB is aware of such an issue and in this case gNB can always transmit a retransmission UL grant for the pre-empted MAC PDU. If the de-prioritized MAC PDU is on the configured grant, we can also rely on gNB implementation to send a retransmission UL grant since gNB is aware of the resource allocation conflict between the configured grant and the dynamic grant. There might be resource waste in cases where the UE would have skipped transmission on the configured grant anyway (e.g. when it had no data available for transmission using the CG), which might be more frequent than the case for dynamic grant. There are several optimization options to be considered by the UE regarding the de-prioritized MAC PDU, e.g., 1) UE transmits the de-prioritized MAC PDU on the next configured grant, 2) UE inform the gNB about such de-prioritization using prioritized PUSCH transmission (pre-empting PUSCH), see more discussions in [2].

To summarize, the overlapping case is between a configured grant and another configured grant or another dynamic grant: in such a case, UE can check the priority of the LCH that can be or has been multiplexed on each grant and determine the prioritization between the two grants. The following cases might happen:
1. If a later processed grant has a higher priority LCH and the MAC PDU of an earlier grant cannot be cancelled, then two MAC PDUs for two grants are built. 
2. If a later processed grant has a higher priority LCH and the MAC PDU of an earlier grant has not been built, then the earlier grant is dropped and only a single MAC PDU for the later grant is built. 
3. If a later processed grant has a lower priority LCH, then the later grant is dropped and only a single MAC PDU is assembled.
From the first case above, it is clear that when MAC generates two consecutive MAC PDUs, the subsequent PDU, passed from MAC to PHY, always has a higher priority in PHY. 
[bookmark: _Toc3208032][bookmark: _Toc4420832][bookmark: _Toc4422260][bookmark: _Toc4592792][bookmark: _Toc4657562][bookmark: _Toc4658130][bookmark: _Toc4677379][bookmark: _Toc4681717][bookmark: _Toc7428749][bookmark: _Toc7428862][bookmark: _Toc7428873][bookmark: _Toc7434678][bookmark: _Toc7434899][bookmark: _Toc7531323][bookmark: _Toc7717553][bookmark: _Toc7717650][bookmark: _Toc16608713][bookmark: _Toc16610468][bookmark: _Toc16610483][bookmark: _Toc16610502][bookmark: _Toc16611023][bookmark: _Toc16611049][bookmark: _Toc20144333][bookmark: _Toc20144684][bookmark: _Toc20144756][bookmark: _Toc21012045][bookmark: _Toc21012049][bookmark: _Toc21012053][bookmark: _Toc23705110][bookmark: _Toc23705268][bookmark: _Toc24040771]In the case that MAC generates two consecutive MAC PDUs, the subsequent PDU, passed from MAC to PHY, always has a higher priority in PHY.

There is a proposal in [4] that PHY should at least identify and prioritize the dynamic grant for high priority traffic without MAC assistance, using the arguments that the UCI multiplexing time should be considered as significant towards meeting the goal of PHY having the TB ready for transmission according to the PUSCH preparation time limitation. 

As indicated in [4], this can be solved by processing both UCI for CG and DG in parallel. In addition, relying on only PHY to make prioritization decision can lead to the problem in the case when the prioritized grant has empty data multiplexed on it. This is particularly relevant in the use case when DG is for low priority traffic and CG is for high priority traffic that is aperiodic/infrequent, the higher priority CG does not have data multiplexed on it for the majority of the time. Moreover, PHY does not know which LCH that are inside the MAC PDU, or which LCHs (with high/low priority) are in the MAC PDU. Hence, knowing only about the grant indicator is not enough to make prioritization decisions. 


In similar lines, other proposals were considering that MAC needs to send assistance information when sending MAC PDUs to PHY. Such assistance information might be about the highest priority LCH that are in the MAC PDUs, which has been passed to PHY for both grants. This solution forces more complication on UE implementations, i.e., if there are two overlapping CG configurations, PHY must always deal with deciding which MAC PDU should be de-prioritized, therefore PHY has to deal with the de-prioritized PDU (which always occurs if PHY does prioritization). While if MAC does prioritization between two CG configurations, there will be no need to for PHY to trigger such notifications, since MAC will generate a single PDU, in most of the cases. 
[bookmark: _Toc4422253][bookmark: _Toc4572633][bookmark: _Toc4572834][bookmark: _Toc4592787]
CG overlapping with CG with equal priority
In a follow-up case for ‎Proposal 2, if the highest priority LCH in both grants are the same, then we propose to follow the baselines in LTE and NR. In such baselines, dynamic grant overrides configured grant. This has been agreed in #107 as below:
	The case of highest priorities of two conflicting grants are equal is handled according to the following: for CG DG conflict, DG is prioritized, other cases FFS to what extent to specify.
same prioritization solution for CG vs CG conflict and CG vs DG conflict



From the above agreement it is FFS to address other cases (other than CG DG conflicts). One case is overlapping between CG configurations (e.g., two configurations). One could argue that the above proposal is not enough and that it is essential to specify rules to handle prioritization between overlapping CG configurations that have similar priority LCHs. We argue here that in this case, a good gNB implementation is to send a DG with a similar reliability target and a larger TBS to accommodate the data of both CG occasions. When this happens, the data intended for both configurations will be sent over the dynamic grant. It is worth noting here that the LCP restriction that map between LCH and specific CG configuration (we proposed in our companion paper ‎[3]) will not be active here, since the data will be restricted on DG not a CG configuration.
[bookmark: _Toc20144681][bookmark: _Toc21012042][bookmark: _Toc23705265][bookmark: _Toc24040245][bookmark: _Toc24040766][bookmark: _Toc24040792][bookmark: _Toc24040796][bookmark: _Toc24040800]To handle the overlapping between CG configurations with the same highest priorities, gNB can send a DG with the reliability target and a larger TBS to accommodate the data of both CG occasions. 
There does not seem to have any need to specify any further UE actions in the case of two conflicting CG configurations with the same highest priorities, and thus we propose that 
[bookmark: _Ref19281181][bookmark: _Toc20144335][bookmark: _Toc20144686][bookmark: _Toc20144758][bookmark: _Toc21012046][bookmark: _Toc21012050][bookmark: _Toc21012054][bookmark: _Toc23705111][bookmark: _Toc23705269][bookmark: _Toc24040772]The case of highest priorities of two conflicting CG configurations are equal is handled according to the UE implementation.

Late Arrival of critical traffic 
Another possible corner case is described in Figure 2, as illustrated in ‎[9]. In this case the DCI (or allocation of both grants) might be known ahead of time (Note that if the DCI of the later grant is not known ahead of time, then it’s just a pre-emption case that cannot be avoided).  In case the prioritization decision, at t1, was to select the low priority DG due to the fact that the higher priority CG did not have available critical data at t1, then if the critical data arrives at t2 it cannot be sent over CG due to the prior decision of selecting DG over CG. 



[bookmark: _Ref23147972]Figure 2. Corner case for prioritization process missing the right decision ‎[9]
[bookmark: _Toc23705113][bookmark: _Toc23705271]However, MAC triggers the overlapping grant prioritization process just before each configured grant occasion (by enough processing time such as at t2 in Figure 2). Note that this is stated clearly in the specification:
	For each Serving Cell and each configured uplink grant, if configured and activated, the MAC entity shall:
……….



Hence, in this case, UE implementation will trigger the prioritization process two times i.e. before each PUSCH, and a pre-emption decision can be made once the critical traffic arrives at a point before the CG grant starts, even if the first decision was a selection of DG.
We can conclude that this corner case never happens. Thus, no need to look for a solution to such case.
[bookmark: _Toc24040246][bookmark: _Toc24040767][bookmark: _Toc24040793][bookmark: _Toc24040797][bookmark: _Toc24040801]MAC procedures are triggered per CG occasions; hence the late arrival of critical traffic will not cause a problem. 
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Conclusion
The following observations have been made:
Observation 1	When UE MAC entity detects overlapping between a new UL grant (called ‘B’) with an existing grant (called ‘A’), two cases are identified: 1) The MAC PDU of the transmission on grant ‘A’ has not been built; 2) The MAC PDU of the transmission on grant ‘A’ has been built.
Observation 2	Different HARQ process IDs are assumed for overlapping grants.
Observation 3	To handle the overlapping between CG configurations with the same highest priorities, gNB can send a DG with the reliability target and a larger TBS to accommodate the data of both CG occasions.
Observation 4	MAC procedures are triggered per CG occasions; hence the late arrival of critical traffic will not cause a problem.

Based on the discussion in the previous sections we propose the following:
Proposal 1	In case of data vs data grants overlapping, MAC layer is responsible for prioritization between overlapping grants.
Proposal 2	In the event of overlapping grants (in which at least one of them is a configured grant), MAC prioritizes the grant that has a higher priority LCH multiplexed on it or to be multiplexed on it, considering LCP restriction (Rel-15 baseline and any Rel-16 enhancements).
Proposal 3	MAC CE is not considered in determining the priority of the grant/UL-SCH.
Proposal 4	In the case that MAC generates two consecutive MAC PDUs, the subsequent PDU, passed from MAC to PHY, always has a higher priority in PHY.
Proposal 5	The case of highest priorities of two conflicting CG configurations are equal is handled according to the UE implementation.
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