3GPP TSG-RAN WG2 Meeting #108 	R2-1914740
Reno, Nevada, USA, 18 – 22 November 2019									 Revision of R2-1912715

Agenda item:		6.7.2.2.1
Source:	Intel Corporation
Title:	Support of multiple SPS and CG configurations
Document for:		Discussion and Decision
Introduction
In RAN2#107bis meeting, following was agreed regarding the support of multiple SPS and CG configurations:
	R2 assumes to support 8 as the maximum number of simultaneously activated SPS configurations per BWP per serving cell.
Introduce SPS/CG index to identify each SPS/CG among multiple SPS/CG configurations, i.e., as in Rel-15 LTE.
The association between “state” (used in the joint release DCI) and the CG configuration(s) for type-2 CG is configured via RRC message.
Each CG configuration is always configured independently, as in Rel-15 LTE. 
The association between “state” (used in the joint release DCI) and the SPS configuration(s) is configured via RRC message, if RAN1 working assumption for joint release for multiple SPS configuration is confirmed.
Each SPS configuration is always configured independently, as in Rel-15 LTE. 
Support simultaneous Type 1 & 2 CG configurations in a BWP.
CG periodicities of any integer-multiple of one slot (FFS if we go even lower, e.g. 2 symb, 7 symb) below a maximum value should be supported. FFS on the maximum value of integer N. 
SPS periodicities of any integer-multiple of one slot below a maximum value should be supported in Rel-16. FFS on the maximum value of integer N.
R2 assumes that HARQ offset parameter is explicitly configured by the network for each CG/SPS configuration.
For CG, HARQ Process ID = [floor(CURRENT_symbol/periodicity)] modulo nrofHARQ-Processes + harq-procID-offset.
FFS (for checking) if For SPS, HARQ Process ID = [floor(CURRENT_slot/periodicity)] modulo nrofHARQ-Processes + harq-ProcID-offset, Where CURRENT_slot = [(SFN × numberOfSlotsPerFrame) + slot number in the frame].



In this contribution, we discuss the support of multiple SPS and CG configurations. 
Discussion
Address TSC message periodicities with non-integer multiple of NR supported periodicities
Following potential solutions were captured in TR 38.825 [1] to address TSC message periodicities with non-integer multiple of NR supported periodicities:
1. Adjustment of SPS/CG resource by RRC reconfiguration (as per current specification)
2. [bookmark: _Hlk944152]Usage of short SPS/CG periodicities and/or multiple SPS/CG configurations and/or combination thereof (for SPS, support for shorter periodicities than those available in Rel-15 may be required)
3. More efficient adjustment of SPS/CG resource timing in the UE as compared to RRC reconfiguration, e.g. based on network configuration or dynamic network signalling and which could be based on knowledge of TSN traffic pattern
4. Applying de-jittering buffer at the edges of 5G system
It should be noted that the 2nd potential solution is already in the scope of current WI (with discussion in section 2.1), while the 4th potential solution is also captured in SA2 TS 23.501, as below:
-	Support for hold & forward buffering mechanism in DS-TT and NW-TT to de-jitter flows that have traversed the 5G System.
Listed below are the examples of TSC use cases in [4] with message periodicities with non-integer multiple of the currently supported CG/SPS periodicities.
	Use case
	Frequency
	

	Smart grid
	1200 Hz
	0.833 ms

	Video based sampling
	60 Hz
	16.667 ms

	PTP synchronization
	8 Hz
	125 ms


It should be noted that in TS 22.104 [3], the required latency bound for the smart grid use case (cf. Table 5.3-1) is < 50 ms. Therefore, there is no need to have a very tight latency requirement, and the jittering issue can be handled by various options (e.g. de-jittering buffer at the edge of the 5G system).
According to [4], multiple SPS/CG configurations can achieve the same allocation utilization ratio as the pre-determined shift approach, while having better latency drift. The only potential drawback of this approach is the requirement of multiple SPS/CG configurations for a single TSC flow. Given that each BWP can support 8 SPS and 12 CG configurations and the UE can support carrier aggregation, the current specification already supports sufficient number of TSC flows even if one TSC flow requires multiple SPS/CG configurations.
Given that gNB is provided with TSC traffic patterns, there are several mechanisms that gNB could utilize to address the TSC message periodicities with non-integer multiple of NR supported periodicities. For example, gNB can configure UE with shorter periodicity (UE can skip UL transmission if no data is to be sent), multiple configurations, or even use dynamic scheduling if necessary. In addition, de-jittering feature agreed by SA2 can minimize the jittering problem.
In RAN2#105bis meeting, following was agreed “R2 assumes short SPS/CG periodicities and/or multiple SPS/CG configurations and/or combination thereof could be used to mitigate the periodicity misalignment between the TSN periodicity and CG/SPS periodicity. Other solutions not precluded, e.g. to address resource consumption.” Regarding the potential resource consumption issue, it should be noted that gNB knows the TSC traffic pattern. Therefore, gNB can determine in advance which configured grant resource will not be used by the UE, and thus can schedule other UEs to use the resource. With the agreed LCP enhancements of restricting the mapping between LCH and CG configurations, it is easier for gNB to configure other UEs to utilize the unused CG resource due to periodicity mismatch. Therefore, there is no resource consumption issue.
[bookmark: Obs_periodicity]Observation 1: There is no resource waste/consumption issue of using multiple CG/SPS configurations and/or short SPS/CG periodicities, since gNB is aware of the TSC traffic pattern.
In summary, additional mechanisms are not needed to address TSC message periodicities with non-integer multiple of NR supported periodicities.
[bookmark: Proposal_DL][bookmark: Proposal_Mismatch][bookmark: Proposal_Non_integer]Proposal 1: There is no need to introduce additional mechanisms to support TSC message periodicities with non-integer multiple of NR supported CG/SPS periodicities.
SPS/CG periodicity limitation
In RAN2#107bis meeting, the maximum limit for the integer granularity of slot periodicity has not been decided, as shown below:
	CG periodicities of any integer-multiple of one slot (FFS if we go even lower, e.g. 2 symb, 7 symb) below a maximum value should be supported. FFS on the maximum value of integer N. 
SPS periodicities of any integer-multiple of one slot below a maximum value should be supported in Rel-16. FFS on the maximum value of integer N.



In Rel-15, SPS periodicities of {10, 20, 32, 40, 64, 80, 128, 160, 320, 640 } ms are supported, while following periodicities of configured grant are supported, according to TS 38.331:

	periodicity
Periodicity for UL transmission without UL grant for type 1 and type 2 (see TS 38.321 [3], clause 5.8.2).
The following periodicities are supported depending on the configured subcarrier spacing [symbols]:
15 kHz:	2, 7, n*14, where n={1, 2, 4, 5, 8, 10, 16, 20, 32, 40, 64, 80, 128, 160, 320, 640}
30 kHz:	2, 7, n*14, where n={1, 2, 4, 5, 8, 10, 16, 20, 32, 40, 64, 80, 128, 160, 256, 320, 640, 1280}
60 kHz with normal CP	2, 7, n*14, where n={1, 2, 4, 5, 8, 10, 16, 20, 32, 40, 64, 80, 128, 160, 256, 320, 512, 640, 1280, 2560}
60 kHz with ECP:	2, 6, n*12, where n={1, 2, 4, 5, 8, 10, 16, 20, 32, 40, 64, 80, 128, 160, 256, 320, 512, 640, 1280, 2560}
120 kHz:	2, 7, n*14, where n={1, 2, 4, 5, 8, 10, 16, 20, 32, 40, 64, 80, 128, 160, 256, 320, 512, 640, 1024, 1280, 2560, 5120}




There are two factors related to the limitation: 1) The requirements on the TSC periodicities to support; 2) The length of the slot, which depends on numerology (subcarrier spacing). We can take into consideration the requirements from TS 22.104 [3] clause 5.2 (periodic deterministic communications), with related tables copied below for reference. Only rows with transfer interval target value >10 ms are shown to keep the table compact (as it would be natural to support the periodicity at least up to 10 ms). Some notes/columns of the tables are also removed for compactness. It should be noted that we take the latest Rel-17 version (v17.1.0) of TS 22.104, which has additional rows in Table 5.2-1, and additional Table 5.2-2, compared with the latest Rel-16 version (v16.3.0), as it would be preferable to consider future-proof values to avoid discussion again in Rel-17.
Table 5.2-1: Periodic deterministic communication service performance requirements
	Characteristic parameter
	Influence quantity
	

	End-to-end latency: maximum (note 2)
	Transfer interval: target value
	Remarks

	< 5 ms
	< 60 s (steady state)
≥ 1 ms (fault case)
	Electrical Distribution – Distributed automated switching for isolation and service restoration (A.4.4); (note 5) 

	< transfer interval value
	≤ 50 ms
	Control-to-control in motion control (A.2.2.2); (note 9)

	< transfer interval value
	1 ms to 50 ms (note 6) (note 7)
	Mobile robots (A.2.2.3)

	< transfer interval
	< 12 ms (note 7)
	Mobile control panels -remote control of e.g. mobile cranes, mobile pumps, fixed portal cranes (A.2.4.1); (note 9)

	< transfer interval value
	≥ 10 ms (note 8)
	Process automation – closed loop control (A.2.3.1)

	~ 50 ms  
	~ 50 ms
	Primary frequency control (A.4.2); (note 9)

	~ 100 ms
	~ 200 ms
	Distributed Voltage Control (A.4.3) (note 9)

	< transfer interval value
	10 ms to 100 ms (note 7)
	Mobile robots – video-operated remote control (A.2.2.3)

	< transfer interval value
	40 ms to 500 ms (note 7)
	Mobile robots (A.2.2.3)

	< transfer interval value
	100 ms to 60s (note 7)
	Plant asset management (A.2.3.3)

	< 0.5 * transfer interval
	> 5
>2.5
>1.7
(note 10)
	Cooperative carrying – fragile work pieces; (ProSe communication)

	< 0.5 * transfer interval
	> 5
>2.5
>1.7
(note 10)
	Cooperative carrying – elastic work pieces; (ProSe communication)

	…
NOTE 6:	This covers different transfer intervals for different similar use cases with target values of 1 ms, 1 ms to 10 ms, and 10 ms to 50 ms.
NOTE 7:	The transfer interval deviates around its target value by < ± 25 %.
NOTE 8:	The transfer interval deviates around its target value by < ± 5 %.
NOTE 9:	Communication may include two wireless links (UE to UE).
NOTE 10:	The first value is the application requirement, the other values are the requirement with multiple transmission of the same information (two or tree times respectively).




Table 5.2-2: Communication service performance requirements for industrial wireless sensors
	Characteristic parameter
	Influence quantity
	

	End-to-end latency
	Transfer interval
(note 1)
	Remarks

	< 100 ms
	100 ms – 60 s
	Process monitoring, e.g. temperature sensor (A.2.3.2)

	< 100 ms
	≤ 1 s
	Asset monitoring, e.g. vibration sensor (A.2.3.2)

	< 100 ms
	≤ 1 s
	Asset monitoring, e.g. thermal camera (A.2.3.2)

	NOTE 1:	The transfer interval deviates around its target value by < ± 25 %.
…



The above tables can be summarized into Table 1 below by focusing on the union of the periodicity ranges. 
[bookmark: Table_Summary]Table 1: Summary of periodicity and latency requirement
	Latency requirement 
	Periodicity (transfer interval)

	< transfer interval
	1 ms to 60 s, ≥ 10 ms

	< 0.5 * transfer interval
	> 5 (unit missing in SA1 spec)

	~ 100 ms
	~ 200 ms

	< 5 ms 
	< 60 s, ≥ 1 ms

	< 100 ms
	100 ms to 60 s, ≤ 1 s



Table 1 above shows that there is no upper bound of TSC periodicity to be supported according to SA1 requirements. Given that SA1 requirement on TSC periodicity is continuous instead of discrete, the benefit of providing finer granularity of SPS/CG periodicity is that a value close to the TSC periodicity can be selected to minimize the usage of dynamic grant or RRC reconfiguration for further finetuning (e.g. select the largest SPS/CG periodicity which is less than or equal to the TSC periodicity, and use dynamic grant or RRC reconfiguration if there is a risk that latency requirement cannot be met due to the drift between the CG resource location and packet arrival instance). Note that it is also possible to configure a smaller periodicity value which is close to the factors of TSC periodicity to achieve similar effect (gNB can schedule other UEs to utilize unused resources as discussed in section 2.1). This makes less necessary to support very large SPS/CG periodicities. Table 2 below lists the signaling overhead for different limit N, where the largest value N is the maximum number of slots supported in Rel-15 configured grant. The baseline reference for the signaling of Rel-15 CG and SPS periodicity is 6 bits and 4 bits, respectively.  
[bookmark: Table_Overhead]Table 2: Signalling overhead for SPS/CG periodicity
	Limit (N slots) 
	Maximum periodicity for 120 kHz SCS (ms)
	Number of bits required to signal SPS/CG periodicity
	Signaling overhead relative to the Rel-15 CG configuration
	Signaling overhead relative to the Rel-15 SPS configuration

	256
	32
	8
	133%
	200%

	512
	64
	9
	150%
	225%

	1024
	128
	10
	167%
	250%

	2048
	256
	11
	183%
	275%

	4096
	512
	12
	200%
	300%

	5120
	640
	13
	217%
	325%



Considering the increased signaling overhead and complexity due to large limit N, it is proposed to consider a smaller limit N, e.g. 256. 
[bookmark: Proposal_Limit]Proposal 2: SPS and CG periodicities of any integer-multiple of one slot below 256 slots should be supported.
SPS HARQ process ID formula
There is one FFS point captured on the unit to be used in SPS HARQ process ID formula during RAN2#107bis meeting:
FFS (for checking) if For SPS, HARQ Process ID = [floor(CURRENT_slot/periodicity)] modulo nrofHARQ-Processes + harq-ProcID-offset, Where CURRENT_slot = [(SFN × numberOfSlotsPerFrame) + slot number in the frame].
In Rel-15, the unit for SPS periodicity is ms instead of slot, as shown in the ASN.1 code below:
SPS-Config ::=                          SEQUENCE {
    periodicity             ENUMERATED {ms10, ms20, ms32, ms40, ms64, ms80, ms128, ms160,  
							ms320, ms640, spare6, spare5, spare4, spare3, spare2, spare1},
    ...
}


Rel-15 SPS HARQ process ID formula in TS 38.321 below converts the unit from ms to slot accordingly:
HARQ Process ID = [floor (CURRENT_slot × 10 / (numberOfSlotsPerFrame × periodicity))] modulo nrofHARQ-Processes
[bookmark: _GoBack]It is obvious that the proposed Rel-16 SPS HARQ process ID formula is equivalent to Rel-15 formula (ignoring the newly introduced parameter harq-ProcID-offset), when periodicity takes the unit of slot in Rel-16.
[bookmark: Proposal_HARQ]Proposal 3: RAN2 to confirm that for SPS, HARQ Process ID = [floor(CURRENT_slot/periodicity)] modulo nrofHARQ-Processes + harq-ProcID-offset, with periodicity expressed in unit of slot.

Collision between SPS configurations
Collision between SPS configurations were discussed in [5][6]. First, it should be noted that intra-UE prioritization of DL transmissions is not in the scope of IIoT WID [2]. With such background in mind, we can investigate the potential impacts of collision between SPS configurations. Two gNB behaviors could be possible:
1) gNB sends a dynamic assignment to eliminate the collision between SPS configurations since the priority of the dynamic assignment is higher than SPS if dynamic assignment overlaps with the colliding SPS configurations. However, the question is why gNB should configure the colliding SPS configurations at all in this case given that anyway at least one of the SPS configurations will not be used.
2) gNB does not send dynamic assignment to eliminate the collision. The problem here is that UE does not know which SPS to use. There are three possible UE behaviors:
a) UE selects one of the colliding SPS configuration to use. The problem here is that UE may select a wrong SPS configuration as UE is not aware which SPS configuration gNB selects.
b) UE performs blind detection on both SPS configurations. This behavior significantly increases UE complexity, since UE needs to have additional processing power, more soft buffering capability, and higher number of HARQ process capability. 
c) UE uses none of the colliding SPS configurations.
Above discussion shows that colliding SPS configurations either increases UE complexity dramatically or doesn’t bring any clear benefits. Given that it is not in the scope of IIoT WID, it is proposed to not consider such configuration.
[bookmark: Proposal_SPS_Collision]Proposal 4: Collision between SPS resources in one BWP is not part of the WI discussion.
Conclusion
In this contribution, we discuss the support of multiple SPS and CG configurations. We have the following observation:
Observation 1: There is no resource waste/consumption issue of using multiple CG/SPS configurations and/or short SPS/CG periodicities, since gNB is aware of the TSC traffic pattern.
We propose the following:
Proposal 1: There is no need to introduce additional mechanisms to support TSC message periodicities with non-integer multiple of NR supported CG/SPS periodicities.
Proposal 2: SPS and CG periodicities of any integer-multiple of one slot below 256 slots should be supported.
Proposal 3: RAN2 to confirm that for SPS, HARQ Process ID = [floor(CURRENT_slot/periodicity)] modulo nrofHARQ-Processes + harq-ProcID-offset, with periodicity expressed in unit of slot.
Proposal 4: Collision between SPS resources in one BWP is not part of the WI discussion.
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