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1 Introduction
In the RAN2#106 meeting, the following agreements are achieved regarding routing functionality in the BAP layer [1]
The BAP routing id (carried in the BAP header) consists of BAP address and BAP path ID. Encoding of the path ID in the header is FFS.
Each BAP address defines a unique destination (unique for IAB network of one Donor , either an IAB access node, or the IAB donor) 
[bookmark: OLE_LINK4]Each BAP address can have one or multiple entries in the routing table to enable local route selection. Multiple entries is for load balancing, re-routing at RLF. For load balancing still FFS what is decided locally and/or decided by the Donor.
Each BAP routing id has only one entry in the routing table.
The routing table can hold other information, e.g. priority level for entries with same BAP address, to support local selection. Configuration of this information is optional.
In this contribution, we discuss some details about open issues for IAB routing, and further discuss potential interactions between the routing functionality supported by BAP and other IAB features such as flow control and lossless packet delivery in the case of RLF.
Furthermore, RAN2 achieved significant progress on agreeing the structure of the BAP header in RAN2#107bis [2]. One issue that remains to be agreed for the BAP header is the partition of Routing ID into BAP address and BAP path ID for the upstream direction. Since this issue is related upstream BAP routing, we briefly discuss it herein.
2 [bookmark: OLE_LINK16][bookmark: OLE_LINK17]Discussion
Based on the agreements reached in RAN2#106 referenced above, we observe that there are several issues that warrant further discussion and still need to be resolved regarding BAP routing: 
Usage of the BAP Routing ID and configuration of routing table
In previous RAN meetings, and during the BAP routing discussion in RAN2#106, it was clear that companies have different views about how to implement the routing functionality in BAP. In the case of multiple routes between the donor and access IAB node, some companies propose an end-to-end approach, whereas others would like to enable local route selection at each intermediate IAB node. As a compromise, the decision at RAN2#106 was to adopt a flexible approach to the BAP routing ID by dividing the BAP routing ID into two parts: a BAP address which is unique to the destination of the packet, and a BAP Path ID.
It should be clear that the BAP Path ID provides a great deal of flexibility in implementation and deployment of the IAB network. The operator may assign different BAP Path IDs to each specific route between IAB donor and IAB access node, in order to achieve certain deployment objectives. As an example, different routes could be used for the routing of traffic flows with different QoS requirements (e.g. a latency sensitive traffic flow could use a route with fewer hops, whereas a rate sensitive traffic flow might be assigned to a route with higher bandwidth availability but more hops.)
Figure 1 below illustrates 5 different routing paths in an IAB network. Paths 1 and 2 are between IAB donor DU 1 and IAB node 4, while paths 3, 4, and 5 are between IAB donor DU 2 and IAB node 4. Note that in this illustration, routing path 1 directly connects IAB donor DU 1 to IAB node 4, and hence would be expected to have lower latency than routing path 2, which traverses 2 intermediate IAB nodes (IAB nodes 1 and 2). However, the distance separating IAB donor DU1 and IAB node 4 is significantly longer than any of the links corresponding to routing path 2 (IAB donor DU1 to IAB node 1, IAB node 1 to IAB node 2, and IAB node 2 to IAB node 4). Hence each of these backhaul links might support much higher data rates that the link connecting IAB donor DU 1 with IAB node 4 directly. As such, one might expect that path 2 could provide higher bandwidth availability, and be more suitable for rate sensitive traffic flows, whereas path 2 would exhibit lower latency and be more suitable for latency sensitive traffic flows.
Observation 1: The BAP path ID field enables flexibility in implementation and deployment of the IAB network (e.g. differentiated routing based on QoS requirements of a traffic flow).
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In order to achieve differentiated routing for each backhaul packet, the BAP layer should examine the BAP routing ID for each ingress packet, find the entry in the routing table corresponding to the packet’s BAP routing ID, and forward the packet to the appropriate egress BH interface. Table 1 below illustrates an example of how the entries of the routing table for IAB donor DU 1 might be configured.
	BAP Routing ID
	Egress Backhaul Link

	BAP routing ID 1 = < BAPAddress IAB node 4, PathID1>
	 IAB node 4

	BAP routing ID 2 = < BAPAddress IAB node 4, PathID2>
	 IAB node 1


Table 1. Example of Routing Table entries for IAB donor DU 1
In addition, there is some cost for the BAP layer to examine the BAP header for each packet (including both BAP address and BAP path ID). However, for some IAB nodes there may be only a single route towards a particular destination BAP address, whereas for other IAB nodes there may be more than one such route. In the case of an IAB node with a single route toward a destination BAP address, it may be useful to configure the BAP layer of an IAB node to ignore the BAP path ID for packets for these specific BAP addresses. For example, in Figure 1 there is only one possible route form IAB node 2 towards IAB node 4. In this case, the entry in the routing table of IAB node 2 might be configured with a wild-card PathID (PathID x), as in table 2 below:
	BAP Routing ID
	Egress Backhaul Link

	BAP routing ID 1 = < BAPAddress IAB node 4, PathIDx>
	 IAB node 4


Table 2. Example of Routing Table entry for IAB node 2
Proposal 1: The configuration of the BAP layer should allow BAP path ID to be ignored for packets destined for specific BAP addresses.
Abnormal Routing Scenarios
What action should the BAP layer take if a packet’s BAP routing ID does not match any entry in the routing table? There are at least two possible scenarios. A first scenario is that there is not any routing table entry corresponding to the BAP address of the packet (e.g. due to a routing table configuration error). In this case, there is little that the BAP layer can do, as it has no information regarding how to route the packet towards its destination node. Hence the BAP should simply drop this packet.
Proposal 2: The BAP layer should discard an ingress packet if there is no entry in the routing table corresponding to the packet’s BAP address.
Another possibility is that there may be one or more entries matching the packet’s BAP address, but none which matches the BAP Path ID of the packet. In this case the BAP may not be able to route the packet using the best or “optimal” path, however if the packet is routed according to any routing table entry for the same BAP address, then the packet should be correctly delivered to its destination. In this case it is advantageous to still route the packet towards the destination node, even if it is not possible to route the packet based on a routing table entry exactly matching the BAP address + BAP path ID.
As an example of when such a scenario might arise, if a BH link suffers a RLF, then no packet could be routed using the failed link. But if a different route towards the same BAP address is available, then the packet could be routed using this alternative but “non-optimal” route, rather than discarding the packet or waiting for a reconfiguration of the routing table. Consider figure 2, where the backhaul link between IAB node 1 and IAB node 2 has suffered a RLF. Here packets addressed to < BAPAddress IAB node 4, PathID5> would arrive at IAB node 1 from IAB donor DU 2 but can not be forwarded according to the configuration of the routing table towards IAB node 4. However, IAB node 1 has an alternative path towards IAB node 4 (via IAB node 2). Hence, these packets could be forwarded to IAB 2, and eventually reach IAB node 4, even if the path is not optimal
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Observation 2: If a BH links suffers a RLF, and a particular BAP routing ID (BAP address + BAP path ID) maps to that egress BH link, then the IAB node will not be able to route a packet in accordance with the routing table entry for the BAP routing ID 
Proposal 3: If a packet can not be routed according to its BAP path ID field (e.g. due to BH link RLF), then the BAP layer may route the packet to an alternative egress BH link (i.e. an alternative routing table entry corresponding to the packet’s BAP address)
Selection of Alternate Egress Link
In case a packet can not be routed according to its BAP Path ID, and if there is more than one alternative routing table entry (more than one entry with the same BAP address as the packet), then the BAP layer would need to select which routing table entry to use. For example, consider the routing table configuration for IAB donor DU 2 as defined in table 3:
	BAP Routing ID
	Egress Backhaul Link

	BAP routing ID 1 = < BAPAddress IAB node 4, PathID3>
	 IAB node 2

	BAP routing ID 2 = < BAPAddress IAB node 4, PathID4>
	 IAB node 3

	BAP routing ID 2 = < BAPAddress IAB node 4, PathID5>
	 IAB node 1


Table 3. Example of Routing Table entries for IAB donor DU 2 (no priorities)
Assume that the backhaul link between IAB donor DU 2 and IAB node 2 suffers a RLF, so that the configured egress BH link for packets addressed to < BAPAddress IAB node 4, PathID3> is not available. IAB donor DU 2 needs to select an alternate egress backhaul to route these packets. We can envision more than one approach to make this selection. 
In one approach the packet may always be routed according to the first available entry in the table for the corresponding BAP address. In the example above, this means selecting the egress backhaul link according to the second entry in the routing table (Egress Backhaul Link  IAB node 3) However, if there are several routes for a particular BAP address, and more than one of these suffers a RLF, then all of the corresponding packets could be routed using this same first available entry, which may result in overloading this egress link. Furthermore, it may not be desirable to simply route this traffic via the egress backhaul link towards IAB node 3. For example, this routing may not be suitable for the QoS requirements of the data flow. Selecting the BH link towards IAB node 1 might be better suited as the alternate egress backhaul link for this data flow. In other words, the selection of the best alternative egress BH link might need to consider the specific data flow.
An alternative approach that addresses these concerns may be achieved by configuring the BAP layer with some specific policy for the selection of the alternate egress BH link. For example, the selection of the alternate egress backhaul link might be based on some prioritization.   Table 4 below provides an example of such a priority scheme. Here, the first priority for Path 3 is to be routed towards IAB node 2. However, if this BH link fails, then the second priority is to route Path 3 towards IAB node1, and if this BH link also suffers a RLF then the third priority would be to route Path 3 towards IAB node 3. Similar, for Path 4 and Path 5 the routing table defines an order for alternate route selection in case of BH link RLF. 
Also, note that entry for the priority of egress backhaul links for BAP routing ID 2 = < BAPAddress IAB node 4, PathID4>. Here the second priority level entry is Priority 2  {IAB node 1, IAB node 2}. This indicates that both the backhaul link towards IAB node 1 and the backhaul link towards IAB node 2 have equal priority. In other words, the operator has not specified any particular preference to select between these two options, and the IAB node which detects a RLF (IAB donor DU 2 in this case) can select either BH link as the egress backhaul link for Path 4, if the BH link towards IAB node 3 suffers a RLF.
	BAP Routing ID
	Egress Backhaul Link

	BAP routing ID 1 = < BAPAddress IAB node 4, PathID3>
	Priority 1  IAB node 2, Priority 2  IAB node 1, Priority 3  IAB node 3  

	BAP routing ID 2 = < BAPAddress IAB node 4, PathID4>
	Priority 1  IAB node 3, Priority 2  {IAB node 1, IAB node 2}

	BAP routing ID 2 = < BAPAddress IAB node 4, PathID5>
	Priority 1  IAB node 1, Priority 2  IAB node 2 Priority 3  IAB node 3


Table 4. Example of Routing Table entries for IAB donor DU 2 (with priorities)
Proposal 4: The BAP layer routing table should support prioritization among different alternative egress backhaul links in the case of a RLF. The prioritization order of egress backhaul links should be configurable for each BAP routing ID entry in the routing table.
How to achieve local load balancing
In the previous section we discussed the use of BAP path ID for BAP layer routing. If more than one route is possible between the IAB donor and an Access IAB node, then the BAP path ID can be used to achieve some level of centralized load balancing among these alternative routes. For example, in the DL direction, the IAB donor may use different BAP path IDs for different packets destined to the same Access IAB node. It may be feasible for the IAB donor to have global information about underlying IAB nodes, BH links, and their loading (e.g. based on measurements or reports fed back from each IAB node to the donor CU). Such global loading information can be leveraged for centralized load balancing. 
In the UL direction, the Access IAB node might be configured to use some policy to allocated packets to different BAP path IDs. However, it is not possible for the Access IAB node to have global loading information, and as such a load balancing policy would need to be very simple (e.g. round robin) and is not likely to be close to optimal for any given IAB network. Therefore, centralized load balancing is not really feasible in the UL direction.
Observation 3: Centralized load balancing is not feasible in the UL direction, as the Access IAB node does not have global loading information.
In RAN2#107 it was agreed to support HbH flow control in the BAP layer, at least for the DL direction [3]. Hop-by-hop flow control information can provide the BAP layer of the IAB node with local information about loading and congestion for different egress BH links [4]. It seems desirable to leverage this information to achieve load balancing via local route selection.
Observation 4: Hop-by-hop flow control feedback provides local information about loading and congestion for different egress BH links. This local loading information can be leveraged to achieve load balancing via local route selection in the BAP layer.
As discussed in the previous section, the BAP layer needs to make local route selections in the case of RLF on a particular BH link. A RLF can be viewed as the limiting case of link congestion, and hence the same concept of local route selection in the BAP layer can be extended to address local load balancing. However, the level of congestion will change according to the traffic traversing each BH link, local conditions, partitioning of air interface resources, buffer occupancy, etc. As such static prioritization among routes does not seem appropriate for local load balancing, and dynamic prioritization should be considered taking the local congestion information into account. We have already seen in the example of Table 4 how the routing table can be configured with strict priorities for egress link selection, and an example of a group of egress BH links with the same priority (priority 2 for BAP routing ID 2). In the case of a group of egress links being configured with equal priorities, the IAB node has the freedom to select among the BH links in this group. The IAB node can leverage the flow control feedback from each child IAB node in this selection process to achieve local load balancing among these different egress links. Thus, both global and local load balancing can be achieved via appropriate configuration of the routing table entries. The details of how an IAB node selects among different egress backhaul links of equal priority does not need to be specified and can be left to IAB node implementation.
Proposal 5: A group of egress links can be configured with equal priorities in the routing table. In this case the IAB node has the freedom to select any of the BH links within this group. This freedom can be leveraged to achieve local load balancing, which may leverage the information provided by HbH flow control feedback. 
Proposal 6: The details of how local load balancing routing decisions are made by an IAB node, need not be specified, and can be left to IAB node implementation.
Upstream Routing ID partitioning
RAN2 achieved significant progress on agreeing the structure of the BAP header in RAN2#107bis [2]. For example, it was agreed that the Routing ID is 13 bits long. However, one significant issue that still needs to be agreed is how to partition these 13 bits between BAP address and BAP path ID fields for upstream routing.· Routing ID is 13bits
· There is a C/D bit
· Length of the BAP address and BAP path ID sub-fields of the BAP routing ID to be fixed/predefined 
· For the DL, BAP address is 10bits and BAP path ID is 3bits
· For the UL, BAP address is FFS bits and BAP path ID is FFS bits 
· R2 expects that there will be no restrictions in the TS to restrict configuration of routing ID and its components. The network has to ensure that e.g. there is no path confusion.



Referring back to Figure 1, we have an example of 5 different routes between an access IAB node (IAB node 4) and 2 different IAB donor DUs (donor DU1 and donor DU2). As different routes would typically be leveraged to cater to the QoS requirements for different flows, we would expect the same or similar number of routes between an IAB node and IAB donor DU, in both upstream and downstream directions. Thus, the number of routes is essentially independent of the routing direction in an IAB network.
Observation 5: the number of routes is essentially independent of the routing direction in an IAB network.
[bookmark: _Hlk24048469]However, it is expected that the number of IAB nodes would greatly exceed the number of donor DUs. Since the BAP address indicates the routing destination for a BAP packet, it seems reasonable that for upstream routing, the BAP address can be considerably shorter than for the downstream direction. On the other hand, the total number of routes does not depend on the routing direction. Hence, in the upstream direction one would expect to need many more paths (from IAB nodes) to fewer destinations (donor DUs). Thus, the relative number of BAP addresses to BAP Path IDs would be inverted compared to downstream routing.
Observation 6: the relative number of BAP addresses to BAP Path IDs is inverted for upstream routing compared to downstream routing.
 Since the size of the Routing ID has already been agreed as 13 bits, independent of the routing direction, what remains to decide how to partition these 13 bits between BAP address and BAP path ID fields for upstream routing. It suffices to pick a suitable number of bits for the BAP address based on a reasonable expectation of the number of donor DUs that might be supported for a typical deployment. The remaining bits would then be available for BAP path IDs.
For the downstream direction, it was agreed to allocate 10 bits for BAP address (up to 1024 IAB nodes) and 3 bits for BAP path ID (8 paths to each IAB node). For the upstream direction, a reasonable upper estimate of the number of donor DUs per donor gNB might be on the order of 10 ~ 20. Therefore, we may expect that a suitable size for upstream BAP address is 3 – 5 bits. As such, we propose to allow 4 bits for BAP address (16 donor DUs) and the remaining 9 bits for BAP path ID (512 paths per donor DU) for upstream routing.
Proposal 7: For upstream routing, the BAP address is 4 bits and the BAP path ID is 9 bits.
3 Conclusion
[bookmark: OLE_LINK95][bookmark: OLE_LINK96]This paper mainly discusses remain issues about routing for IAB networks. We have the following observation and proposals:
Observation 1: The BAP path ID field enables flexibility in implementation and deployment of the IAB network (e.g. differentiated routing based on QoS requirements of a traffic flow).
Observation 2: If a BH links suffers a RLF, and a particular BAP routing ID (BAP address + BAP path ID) maps to that egress BH link, then the IAB node will not be able to route a packet in accordance with the routing table entry for the BAP routing ID 
Observation 3: Centralized load balancing is not feasible in the UL direction, as the Access IAB node does not have global loading information.
Observation 4: Hop-by-hop flow control feedback provides local information about loading and congestion for different egress BH links. This local loading information can be leveraged to achieve load balancing via local route selection in the BAP layer.
Observation 5: the number of routes is essentially independent of the routing direction in an IAB network.
Observation 6: the relative number of BAP addresses to BAP Path IDs is inverted for upstream routing compared to downstream routing.

Proposal 1: The configuration of the BAP layer should allow BAP path ID to be ignored for packets destined for specific BAP addresses.
Proposal 2: The BAP layer should discard an ingress packet if there is no entry in the routing table corresponding to the packet’s BAP address.
Proposal 3: If a packet can not be routed according to its BAP path ID field (e.g. due to BH link RLF), then the BAP layer may route the packet to an alternative egress BH link (i.e. an alternative routing table entry corresponding to the packet’s BAP address)
Proposal 4: The BAP layer routing table should support prioritization among different alternative egress backhaul links in the case of a RLF. The prioritization order of egress backhaul links should be configurable for each BAP routing ID entry in the routing table.
Proposal 5: A group of egress links can be configured with equal priorities in the routing table. In this case the IAB node has the freedom to select any of the BH links within this group. This freedom can be leveraged to achieve local load balancing, which may leverage the information provided by HbH flow control feedback. 
Proposal 6: The details of how local load balancing routing decisions are made by an IAB node, need not be specified, and can be left to IAB node implementation.
Proposal 7: For upstream routing, the BAP address is 4 bits and the BAP path ID is 9 bits.
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