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1. [bookmark: OLE_LINK1][bookmark: OLE_LINK2]Introduction
This document proposes TPs for the TR 38.821 in line with agreements of RAN2#107.


2. Discussion
Here under are recalled the agreements in relation with 4 TDOCs:

2.1 HARQ

R2-1908987	Report of Email Discussion [106#71][NR/NTN] HARQ (Nomor)	Nomor Research GmbH	discussion	Rel-16	38.821
The enabling / disabling of HARQ feedback should be configurable on a per UE and per HARQ process basis.
-	Panasonic is wondering what is the benefit of supporting this.  Per UE is sufficient.  LG explains that because the gNB knows the criticality of the data it can indicate the need of the HARQ feedback. 
-	Mediatek thinks that if the network has taken up the cost of establishing a PUCCH channel so why not use it all the time.  Ericsson believes that for some services like SRBs feedback would be on, but for other services you can disable it.  It is different for NTN because of the latency.  
=>	The TP will be updated based on the agreements below (proposal 6) and deletion of proposal 7 and will be merged with rapporteur TP. 

Agreements
1. Multiple transmissions of the same TB in a bundle (e.g. MAC schedules packets in a bundle with pdsch-AggregationFactor > 1 in downlink and pusch-AggregationFactor > 1 in the uplink) according to NR Rel.15 are possible and might be useful to lower the residual BLER, particularly in case HARQ feedback is disabled. Enhancements, if any, are up to RAN1 to discuss.
2	Soft combining of multiple transmissions of the same TB in a bundle (e.g. MAC schedules packets in a bundle with pdsch-AggregationFactor > 1 in downlink and pusch-AggregationFactor > 1 in the uplink) according to NR Rel.15 is supported in the receiver. 
3	Multiple transmissions of the same TB (e.g. MAC schedules the same TB on the same HARQ process without the NDI being toggled) are possible and might be useful to lower the residual BLER, particularly in case HARQ feedback is disabled. For the uplink, this behaviour can be realised within the Rel.15 specification, minor changes on the UE procedure might be needed for the downlink transmission.
4	Soft combining of multiple transmissions of the same TB by the MAC scheduler (e.g. MAC schedules the same TB on the same HARQ process without the NDI being toggled) according to NR Rel.15 is supported in the receiver.  
5	It should be possible to semi-statically enable / disable HARQ feedback by RRC signalling. 
6	The enabling / disabling of HARQ feedback can be configurable on a per UE and per HARQ process basis via RRC signalling. 

2.2 RLC and PDCP

R2-1911621	Text proposal on RLC and PDCP for NTN 	Ericsson, Nomor Research GmbH, Thales discussion	Rel-16	FS_NR_NTN_solutions
=>	The TP is used as a baseline and will be merged in the rapporteur TP for email discussion review

2.3 Service continuity

R2-1910692	Report of Email Discussion [106#72] [NR/NTN] TP on NTN-TN Service continuity	Nokia, Nokia Shanghai Bell	discussion	Rel-16	FS_NR_NTN_solutions
-	Sony thinks that we have treat NTN to TN and TN to NTN separately.  
-	Vodafone thinks that proposal 2 is a very difficult scenario to achieve as if you are indoor it is very difficult to detect NTN signal.  
-	Thales has concerns with downprioritizing DC as there is interest to combine services, (e.g. GEO and LEO).  LG has similar view as Thales.  
-	Mediatek thinks this is odd, as if you have already cellular why would you want 

Agreements
1	RAN2 to use the outdoor service continuity scenario defined above as reference scenario for the NTN-TN service continuity and mobility studies 
5	RAN2 to deprioritize the study of the power consumption optimisation mechanism in the baseline NTN-TN service continuity and mobility mechanism solutions.
6 	RAN2 to deprioritize the study of the dual-connectivity mechanism in the baseline NTN-TN service continuity and mobility mechanism solutions.

=>	Rapporteur will capture the agreements in the rapporteur TP.  
=>	For Idle mode we can handle cell selection and PLMN selection in the idle mode AI.   

2.4 Mobility

R2-1910961	Summary of Email Discussion [106_73][NRNTN] Mobility issues and solutions	InterDigital	discussion	Rel-16	FS_NR_NTN_solutions	Late
=>	Noted

Agreements 
1. Only cell level mobility is considered in NTN from a RAN2 perspective.
2. When discussing NTN mobility challenges/solutions, RAN2 will prioritize transparent GEO (A) and LEO with moving beam (C2, D2) architectures during the study item phase. Additional scenarios may be considered pending outcome of NTN study in RAN1.



3. Conclusion

Proposal 1: Agree on the text proposals below that reflects RAN2#107 agreements recalled above


4. Text Proposal for TR 38.821 v0.8.0
START OF CHANGES

[bookmark: _Toc19214747]7.2		User plane enhancements
Editor’s note: The two principles, increasing the value range and applying a RTD compensation offset, and the joint usage of these two principles are used as a starting point for the discussion on how to adapt user plane timers, impacted by the large RTD of NTN, for NTN. Which principle is applied is examined for each timer separately. Further principles are not excluded

[bookmark: _Toc19214748]7.2.1	MAC
Editor’s note: RAN2 will study impacts and possible enhancements to the following MAC functions including DRX, HARQ, Random Access procedure
Editor’s note: Discussion on 2-step RACH will be postponed until the procedures are more stable

Editor’s note: Both options (enhancing HARQ and disabling HARQ) will be studied


[bookmark: _Toc19214749]7.2.1.1	Random Access
[bookmark: _Toc19214750]7.2.1.1.1		4-Step RACH Procedure

Problem Statement
After transmitting the Random Access Preamble (Msg1), the UE monitors the PDCCH for the Random Access Response (RAR) message (Msg2). The response window (ra-ResponseWindow) starts at a determined time interval after the preamble transmission. If no valid response is received during the ra-ResponseWindow, a new preamble is sent. If more than a certain number of preambles have been sent, a random access problem will be indicated to upper layers. [TS 38.321] 
In terrestrial communications, the RAR is expected to be received by the UE within a few milliseconds after having sent the preamble. In NTN the propagation delay is much larger and therefore, the RAR cannot be reached at the UE within the specified time interval. Therefore, the behavior of ra-ResponseWindow should be modified to support NTN.
Possible Solution
Introduce an offset for the start of the ra-ResponseWindow for NTN. The offset shall be configurable to accommodate different scenarios.
Editor’s note: RAN2 will study if other than delaying the start of ra-ResponseWindow an extension of ra-ResponseWindow is necessary to support NTN.

Problem Statement
When the UE sends an RRC Connection Request (Msg3), it will monitor for Msg4 in order to resolve a possible random-access contention. The ra-ContentionResolutionTimer starts after Msg3 transmission. The maximum configurable value of ra-ContentionResolutionTimer is large enough to cover the RTD in NTN. However, to save UE power, the behavior of ra-ContentionResolutionTimer should be modified to support NTN.
Possible Solution
Introduce an offset for the start of the ra-ContentionResolutionTimer for NTN.

[bookmark: _Toc19214751]7.2.1.1.2		2-Step RACH Procedure
Editor’s note: 2-step RACH in general can be beneficial for NTN and can be studied after the Rel-16 WI on 2-step RACH has progressed


[bookmark: _Toc19214752]7.2.1.2	Discontinuous Reception (DRX)
Problem Statement
The Discontinuous Reception (DRX) supports UE battery saving by reducing the PDCCH monitoring time. Several RRC configurable parameters are used to configure DRX. [TS 38.321][TS38.331]
A modification of drx-LongCycleStartOffset, drx-StartOffset, drx-ShortCycle, drx-ShortCycleTimer, drx-onDurationTimer, drx-SlotOffset and drx-InactivityTimer is not needed to support NTN for the reason that the timer values were inspected to accommodate the RTD of NTN system.
drx-HARQ-RTT-TimerDL is the minimum duration before a downlink assignment for HARQ retransmission is expected by the MAC entity. In terrestrial communications this is configurable in the range of a few ms, which is too small for a communication-link with a satellite. drx-HARQ-RTT-TimerUL is the same as drx-HARQ-RTT-TimerDL just for the uplink.[TS 38.321][TS38.331]
If HARQ is supported by NTN, the handling of drx-HARQ-RTT-TimerDL and drx-HARQ-RTT-TimerUL, should be modified to support NTN.
drx-RetransmissionTimerDL presents the maximum time until a downlink retransmission is received. The timer starts latest after 4ms after the corresponding transmission. During this timer runs, the UE monitors the PDCCH. drx-RetransmissionTimerUL is the same as drx-RetransmissionTimerDL just for the uplink.[TS 38.321][TS38.331]
A modification of drx-RetransmissionTimerDL and drx-RetransmissionTimerUL is not needed to support NTN.

Possible Solution
Editor’s note: It needs further study whether the value range of drx-HARQ-RTT-TimerDL and drx-HARQ-RTT-TimerUL are extended or an offset is introduced.

[bookmark: _Toc19214753]7.2.1.3		Scheduling Request
Problem Statement
A UE can use a Scheduling Request (SR) to request UL-SCH resources from the gNB for a new transmission or a transmission with a higher priority. SR transmission is configured by RRC. During the prohibit timer (sr-ProhibitTimer) is active, no further SR is initiated.[TS 38.321] The sr-ProhibitTimer will at latest expire after 128ms [TS 38.331] and initiate a SR. For GEO systems the value range is not sufficient because the RTD is larger.
The sr-ProhibitTimer should be modified to support NTN.

Possible Solution
The value range of sr-ProhibitTimer should be extended to support NTN.

[bookmark: _Toc19214754]7.2.1.4	HARQ
Editor’s note: Retransmissions at one or several layers shall be supported for NTN and configurable by the network
[bookmark: _Hlk21622133]Editor’s note: The network should be able to configure the UE whether the HARQ is “turned off”.  There is no UL feedback for DL transmission if HARQ is turned off.  FFS the impact on other procedures and how to configure

If HARQ feedback is disabled, blind HARQ (re)transmissions are still possible to improve robustness.  What blind HARQ retransmissions mean will be captured in email discussion.  
Even if HARQ feedback is disabled, the HARQ processes are still configured. 
Enabling / disabling of HARQ feedback is a network decision
The MAC sublayer supports error correction and/or repetition through HARQ as in NR Release 15. The HARQ functionality ensures delivery between peer entities at Layer 1.
For NTN the network could disable uplink HARQ feedback at the UE receiver e.g. to support long propagation delays. Even if HARQ feedback is disabled, the HARQ processes are still configured. Enabling / disabling of HARQ feedback is a network decision signalled semi-statically to the UE by RRC signalling. The enabling / disabling of HARQ feedback should be configurable on a per UE and per HARQ process basis via RRC signalling. The network criteria of enabling / disabling HARQ feedback are not specified. Examples for possible criteria are latency or throughput service requirements, transmission roundtrip time etc. Other criteria are not excluded. 
Multiple transmissions of the same TB in a bundle (e.g. MAC schedules packets in a bundle with pdsch-AggregationFactor > 1 in downlink and pusch-AggregationFactor > 1 in the uplink) according to NR Rel.15 are possible and might be useful to lower the residual BLER, particularly in case HARQ feedback is disabled. Soft combining of multiple transmissions according to NR Rel.15 is supported in the receiver. Multiple transmissions of the same TB (e.g. MAC schedules the same TB on the same HARQ process without the NDI being toggled) are possible and might also be useful to lower the residual BLER, particularly in case HARQ feedback is disabled. For the uplink this behaviour can be realised within the Rel.15 specification, minor changes on the UE procedure might be needed for the downlink transmission. Soft combining of multiple transmissions of the same TB by the MAC scheduler (e.g. MAC schedules the same TB on the same HARQ process without the NDI being toggled) according to NR Rel.15 is supported in the receiver.

[bookmark: _Toc19214755]7.2.2	RLC
Editor’s note: RAN2 will study impacts and possible enhancements at least to RLC reordering (e.g. timers and SN space)
Editor’s note: All RLC modes are supported.
Editor’s note: Study the need to extend the RLC/PDCP SN and window sizes based on throughput requirements.

[bookmark: _Toc19214756]7.2.2.1	Status Reporting
Problem Statement
A status report can be triggered by the polling procedure or by detection of reception failure of an AMD PDU which is indicated by the expiration of t-Reassembly. This timer is started when an AMD PDU segment is received from lower layer, is placed in the reception buffer, at least one byte segment of the corresponding SDU is missing and the timer is not already running. The procedure to detect loss of RLC PDUs at lower layers by expiration of timer t-Reassembly is used in RLC AM as well as in RLC UM. [TS 38.322] The timer t-Reassembly can be configured by fixed values between 0 and 200ms [TS 38.331]. For the terrestrial case this timer covers the largest time interval in which the individual segments of the corresponding SDU have to arrive out of order at the receiver due to SDU segmentation and/or HARQ retransmissions before a status report and consequently an ARQ-retransmission is triggered. If HARQ is supported by NTN, an extension of the t-Reassembly timer could become necessary, because then the timer should cover the maximum time allowed for HARQ transmission which will probably be a value larger than the RTD.
If HARQ is supported by NTN, the timer t-Reassembly should be modified to support NTN.
Possible Solution
If HARQ is supported by NTN, the value range of t-Reassembly should be extended to support NTN.
One possible solution to extend t-Reassembly would be to consider the UE-specific round-trip delay, RTD, the number of allowed HARQ-retransmission attempts nrof_HARQ_retrans, as well as a configurable offset to account for possible delays on UE and network-side, scheduling_offset:
t-Reassembly = RTD * nrof_HARQ_retrans + scheduling_offset
This would ensure that the HARQ delay can be correctly accounted for reassembling.

Editor’s note: The following assumptions will be taken as a baseline and can be revisited if new performance and QoS requirements are defined:
A modification of the t-PollRetransmit timer may not be needed to support NTN.
A modification of the t-statusProhibit timer may not be needed to support NTN.

7.2.2.2 	RLC Sequence Numbers
Problem statement
12bit and 18bit are specified as possible RLC AM sequence number (SN) field length in NR [TS 38.322]. The maximum AM_Window_Size results in 131 072. 
The sequence number space needed for a radio bearer depends on the data rate that is to be supported, the retransmission time (i.e the RTD, the number of retransmissions and the scheduling delay) as well as the average size of the RLC SDUs.
The basic formula for calculating the supportable RLC bit rate for one radio bearer is 
RLC_data_rate = RLC_SDU_size ∙ 2 ^ (SN_length -1) / RetransmissionTime,
For selecting reasonable values:
· RLC_SDU_size depends entirely on the specific traffic and it is difficult to give a good estimate for a typical SDU size. For continuous data, it is probably more likely that the RLC SDUs are bigger rather than small. Sizes of 500 and 1500 Bytes are considered here.
· SN_length: Selecting the SN field length depends on the application, but for continuous and high-rate applications, the SN field length should be chosen to be large.
· RetransmissionTime: In RLC, the retransmission time of RLC SDUs is dependent on the time that it takes for the transmitting RLC entity to retransmit an RLC SDU when it is lost. RLC retransmissions are based on RLC status reporting and these need to be scheduled the way any data need to be scheduled, thus the retransmission time may be difficult to characterize. One simplification for the retransmission time would be retransmissionTime = (RTD ∙ (maxRetxThreshold+1). With RTD = (25.77ms, 541.46ms) and maxRetxThreshold = (1,4) we get retransmission times (51.54ms, 128.85ms, 1082.92ms, 2707.3ms) which rounded up to account for scheduling delays become (75ms, 150ms, 1.5s, 3.0s).   
· RTD depends on the considered scenario. In GEO satellite systems 541.46ms is assumed as maximum RTD for the transparent architecture, while in LEO satellite systems with transparent architecture 25.77ms is assumed.
· maxRetxThreshold: In NTN, HARQ may be disabled and therefore retransmissions in the RLC layer are essential for a reliable communication link. Nevertheless, the latency as seen by the core network or the application becomes extremely large if too many retransmissions are being configured. The maximum number of RLC retransmissions in NTN will be limited by interactions with higher layer and will be smaller compared to terrestrial networks. 1 or 4 RLC retransmissions are considered here.
Table 7.2.2.2-1 and Table 7.2.2.2-2 presents supportable RLC bit rates for different sets of parameter, for GEO satellite systems and LEO satellite systems, respectively.
	RLC_SDU_size
	SN_length
	RTD
	maxRetxThreshold
	RetransmissionTime
	RLC_data_rate

	500Byte
	18
	541.46ms
	1
	1.5 s
	350 Mbps

	1500Byte
	18
	541.46ms
	1
	1.5 s
	1 049 Mbps

	500Byte
	18
	541.46ms
	4
	3.0 s
	175 Mbps

	1500Byte
	18
	541.46ms
	4
	3.0 s
	524 Mbps


Table 7.2.2.2-1 Supportable RLC bit rates for GEO satellite systems with transparent architecture

	RLC_SDU_size
	SN_length
	RTD
	maxRetxThreshold
	RetransmissionTime
	RLC_data_rate

	500Byte
	18
	25.77ms
	1
	75.0 ms
	6 991 Mbps

	1500Byte
	18
	25.77ms
	1
	75.0 ms
	20 972 Mbps

	500Byte
	18
	25.77ms
	4
	150.0 ms
	3 495 Mbps

	1500Byte
	18
	25.77ms
	4
	150.0 ms
	10 486 Mbps


Table 7.2.2.2-2 Supportable RLC bit rates for LEO satellite systems with transparent architecture

Considering Table B.2-1, it is observed that the airplanes connectivity which targets an experience data rate of 360Mbps for DL is the most challenging usage scenario for NTN in terms of data rate.
Assuming a retransmission time of 3.0s or 1.5s, which represents a GEO satellite system with transparent architecture and an RLC SDU size of 500Byte, the NTN targeted experience data rate for usage scenario airplanes connectivity cannot be achieved.
Assuming a retransmission time of 150ms, which represents a LEO satellite system with transparent architecture and an RLC SDU size of 500Byte or larger the NTN targeted experience data rate can be achieved for the considered usage scenarios.

Possible Solution
There are three options identified to cope with this limitation:
Option 1:	The current specification is applied for NTN without any changes. The targeted experience data rate for usage scenario airplanes connectivity may at least temporarily not be supported for the above mentioned configurations of RLC SDU size, RLC SN field length and maximum number of RLC retransmissions in case of GEO satellite systems with transparent architecture. 
Option 2: 	Extending the RLC SN length.
Option 3: 	Reducing the delays that it takes to perform an RLC retransmission.

[bookmark: _Toc19214757]7.2.3	PDCP
Editor’s note: RAN2 will study impacts and possible enhancements at least to PDCP reordering (e.g. timers and SN space)

[bookmark: _Toc19214758]7.2.3.1	SDU Discard
Problem Statement
The transmitting PDCP entity shall discard the PDCP SDU when the discardTimer expires for a PDCP SDU or when a status report confirms the successful delivery [TS 38.322]. The discardTimer can be configured between 10ms and 1500ms or can be switched off by choosing infinity [TS 38.331].
The discardTimer mainly reflects the QoS requirements of the packets belonging to a service. However, by choosing the expiration time of the discardTimer or the QoS requirements, the RTD as well as the number of retransmissions on RLC layer and/or HARQ shall be considered. By increasing the expiration time of discardTimer, one should keep in mind that extended timer values will increase the amount of required memory for the buffer.
Editor’s note: RAN2 will study the modification of the discardTimer.
[bookmark: _Toc19214759]7.2.3.2	Reordering and In-order Delivery
Problem Statement
In order to detect loss of PDCP Data PDUs, there is the timer t-Reordering which is started or reset when a PDCP SDU is delivered to upper layers [TS 38.322]. The maximum configurable expiration time is 3000ms [TS 38.331]. This might limit the overall number of retransmissions of the RLC AM ARQ protocol for NTN.
Editor’s note: Following assumption will be taken as a baseline and can be revisited if new performance and QoS requirements are defined: RAN2 will study the modification of the timer t-Reordering.

7.2.3.3 	PDCP Sequence Number and Window Size
Problem statement
12bit and 18bit are specified as possible PDCP sequence number (SN) field length in NR [TS 38.323]. Resulting in a maximum of 262 144 different SNs or a Window_Size of 131 072. 
The sequence number space needed for a radio bearer depends on the data rate that is to be supported, the retransmission time as well as the average size of the PDCP SDUs.
The basic formula for calculating the supportable PDCP bit rate for one radio bearer is 
PDCP_data_rate = PDCP_SDU_size ∙ 2 ^ (pdcp-SN-Size -1) / PDCP_RetransmissionTime,
For selecting reasonable values:
· PDCP_SDU_size: As the RLC_SDU_size, it depends entirely on the specific traffic and it is difficult to give a good estimate for a typical SDU size. For continuous data, it is probably more likely that the PDCP SDUs are bigger rather than small. In general, PDCP packets might be larger than RLC packets because of possible segmentation in RLC layer, however, for large data rate it is assumed that they are in the same range as RLC_SDU_size. Sizes of 500 and 1500 Bytes are considered here.
· pdcp-SN-Size: Selecting the SN field length depends on the application, but for continuous and high-rate applications, the SN field length should be chosen to be large.
· PDCP_RetransmissionTime is the time seen by the PDCP layer between creation of the packet and registration of successful or failed transmission. If HARQ is disabled, it mainly depends on the RLC RetransmissionTime. (75ms, 150ms, 1.5s, 3.0s) are considered here. These numbers result from a round trip delay of RTD = (25.77ms, 541.46ms) and RLC maxRetxThreshold = (1,4), see section 7.2.2.2
Table 7.2.3.3-1 and Table 7.2.3.3-2 presents supportable PDCP bit rates for different sets of parameter, for GEO satellite systems and LEO satellite systems, respectively.
	PDCP_SDU_size
	pdcp-SN-Size
	PDCP_RetransmissionTime
	PDCP_data_rate

	500Byte
	18
	1.5s
	350Mbps

	1500Byte
	18
	1.5s
	1 049Mbps

	500Byte
	18
	3.0s
	175Mbps

	1500Byte
	18
	3.0s
	524Mbps


Table 7.2.3.3-1 Supportable PDCP bit rates for GEO satellite systems with transparent architecture
	PDCP_SDU_size
	pdcp-SN-Size
	PDCP_RetransmissionTime
	PDCP_data_rate

	500Byte
	18
	75ms
	6 991Mbps

	1500Byte
	18
	75ms
	20 972Mbps

	500Byte
	18
	150ms
	3 495Mbps

	1500Byte
	18
	150ms
	10 486Mbps


Table 7.2.3.3-1 Supportable PDCP bit rates for LEO satellite systems with transparent architecture
Considering Table B.2-1, it is observed that the airplanes connectivity which targets an experience data rate of 360Mbps for DL is the most challenging usage scenario for NTN in terms of data rate.
Assuming a PDCP retransmission time of 3.0s or 1.5s, which represents a GEO satellite system with transparent architecture and a PDCP SDU size of 500Byte, the NTN targeted experience data rate for usage scenario airplanes connectivity cannot be achieved.
Assuming a PDCP retransmission time of 150ms, which represents a LEO satellite system with transparent architecture and an RLC SDU size of 500Byte or larger the NTN targeted experience data rate can be achieved for the considered usage scenarios.

Possible Solution
There are three options identified to cope with this limitation:
Option 1:	The current specification is applied for NTN without any changes. The targeted experience data rate for usage scenario airplanes connectivity may at least temporarily not be supported for the above mentioned configurations of PDCP SDU size, PDCP SN field length and maximum number of RLC retransmissions in case of GEO satellite systems with transparent architecture. 
Option 2: 	Extending the PDCP SN length.
Option 3: 	Reducing the delays that it takes to perform retransmissions.

[bookmark: _Toc19214760]7.2.4		SDAP
The SDAP layer is responsible for the mapping between QoS flows and DRBs [9]. It is not affected by the large round trip delays (RTD) occurring in NTN. There are no modifications needed in the SDAP layer to support non-terrestrial networks.



END OF CHANGES


START OF CHANGES


5.4		Service continuity between NTN and Terrestrial Networks
….

5.4.1     Scope
The focus of the NTN-TN service continuity and mobility studies should be on mechanisms to minimize specification impact for cases where UE’s connectivity changes from the NTN to TN (‘hand-in’) and where UE’s connectivity changes from the TN to NTN (‘hand-out’). Coverage mechanisms, including inter-frequency and intra-frequency service continuity and mobility mechanisms are to be considered as baseline solutions. The NR Release 15-16 service continuity and mobility mechanisms shall be considered also for the NTN-TN service continuity and mobility studies.

5.4.2     Reference scenario 
It is recommended to use a reference scenario for NTN-TN service continuity and mobility studies, defined as follows:
· A multi-cell TN network-border coverage is available according to an outdoor rural NR scenario (e.g. Table 6.1.3-1 in TR 38.913)
· One NTN LEO satellite provides multi-cell coverage with moving cells on Earth (the satellite NR cells are modelled according to NTN assumptions, Table 6.1.1-1 & 4 in TR38.821)
· Outdoor handheld (pedestrian) UEs or VSAT (vehicular relay) UEs are capable of TN and NTN connectivity (for NTN UE use Table 6.1.1-3 in TR 38.821) 


5.4.3     Assumptions 
The NTN-TN service continuity and mobility mechanisms targeted to minimizing UE power consumption, e.g. DRX enhancement solutions are only a secondary priority.  
The study of dual-connectivity mechanisms between NTN and TN, in the baseline NTN-TN service continuity and mobility solutions is a secondary priority.


[bookmark: _GoBack]



END OF CHANGES

START OF CHANGES

7.3.2.1 Connected mode mobility assumptions

RAN2 will prioritize analysis of mobility challenges/enhancements for transparent GEO (A) and LEO with moving beam (C2, D2) architectures during the study item phase. 

Note: Only cell level mobility is considered from a RAN2 perspective
Note: Additional scenarios may be considered pending outcome of NTN study in RAN1.


END OF CHANGES
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