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Introduction
In RAN2#103bis, it is agreed to study the following UP and CP aspects:
UP Impacts to study 
1. DRX
2. HARQ 
3. Random access response 
4. RLC/PDCP reordering (e.g. timers and SN space)
5. SDAP => no impact
Impacts to study for CP
1. Mobility 
2. TA management and update 

In this paper, we discuss remaining aspects on RLC and PDCP. 
[bookmark: _Ref178064866]Status reporting in RLC
In last meeting it was agreed that it should be possible to turn off HARQ for NTN due to the large delays and rely on RLC for retransmissions. While this would be rather new for a 4G/5G system, it should be worth mentioning that in GSM HARQ was not supported and instead RLC was relied on for retransmissions. 
Since the RLC retransmissions are mainly relying on RLC status reporting, it is important to ensure that RLC status reports are transferred as quickly and reliably as possible as they are transparent to the lower layers. In NR, there are two ways in which an RLC status report may be triggered in RLC AM which is 1) polling and 2) Out-of-order reception. 
In polling, the transmitting RLC entity will toggle the poll-bit in the RLC PDU header. When the receiving RLC entity receives this poll, the receiving entity will trigger an RLC status report. In out-of-order reception, the receiving RLC entity looks at whether the RLC sequence numbers received are in order, if not then the timer t-reassembly will start and upon expiration of the timer the RLC status report will be triggered. 
[bookmark: _Toc21032738]RLC status reports are triggered through polling and out-of-order reception.

In the last meeting it was agreed to capture a text proposal on RLC sequence numbers where it was seen that one crucial part of the calculation to see whether Sequence Number stalling occurs has to do with the time average time that it takes to re-transmit an RLC PDU and in order to do a re-transmission, then the RLC status report needs to be sent. Thus if an RLC status report is not sent in time, then this will increase the re-transmission time. 
[bookmark: _Toc21032739]Timely RLC status reports are essential to prevent RLC stalling.
For data transmissions, in order to reduce the time that it takes to reliably deliver data, there is a need to ensure that the RLC status reporting is sent quickly and reliably. The effects, for instance of not being able to decode an transport block containing an RLC status report may cause serious delays. In a typical scenario, the PUSCH/PDSCH operates at a 10% BLER, which should be compared with control channels that typically operate at lower BLERs. In the case of RLC status reports, this will be sent transparently over MAC which means that it will not be as well-protected as control channels. 
[bookmark: _Toc20911674][bookmark: _Toc21032740]RLC status reports needs to be delivered quickly and reliably over lower layers to ensure that data can be delivered reliably.
[bookmark: _Toc20911680][bookmark: _Toc21032746]RAN2 to study how to improve the delivery of RLC status reports.

PDCP
Some important features of the PDCP layers are to offer reliable, secure and error free communication by using integrity protection, ciphering, reordering and retransmissions. PDCP makes use of transmit and receive window functionality to ensure these services are provided. 
[bookmark: _Toc528844107][bookmark: _Toc528844179]PDCP discard timer
To limit the buffering and to remove packets that are in transmission in lower layers, the PDCP discardTimer was introduced. The timer is started upon reception of the PDCP SDU from higher layers, and it is stopped upon the confirmation of the reception of the SDU from the lower layers. Upon the expiration of the timer the UE will discard the PDCP SDU. 
The current maximum value of the discard timer is infinity and the next-largest value is 1500 ms, but it needs to be understood that applying infinity might cause buffer overflow under normal operation. While the value of 1500 ms should be sufficient for the terrestrial case, for NTN where the propagation delay RTT can be more than 500 ms, it is not clear whether the largest value of 1500 ms is sufficient. 
The current values for the discard timer should be compared to the values that were introduced in Rel-13 for NB-IoT. In NB-IoT the timer works in the same way, but here the values were greatly extended to accommodate the very large transmission times that were introduced due to the coverage extensions. The new extended values were:
PDCP-Config-NB information element
-- ASN1START

PDCP-Config-NB-r13 ::=		SEQUENCE {
	discardTimer-r13			ENUMERATED {
									ms5120, ms10240, ms20480, ms40960,
									ms81920, infinity, spare2, spare1
									}	OPTIONAL,			-- Cond Setup

. . . . .

[bookmark: _Toc20911675][bookmark: _Toc21032741]For NB-IoT the discard timer was extended to cope with large coverage extensions.
Currently in the TR 38.821 v0.7.0 the below note is added to discard timer:
---------------------------------------
Editor’s note: RAN2 will study the modification of the discardTimer.
---------------------------------------
However, for NB-IoT no such new performance and QoS requirements were added and we believe that for NTN we should extend these timers regardless whether there are new QoS requirements (new 5QI-values is up to SA2). Thus, from an NTN RAN2 perspective, the extension of the discard timer should be considered so that one can ensure delivery of data that has less stringent delay requirements for most applications over satellite communications. While these types of delay requirements are inconceivable for terrestrial networks, high E2E latencies are typically quite common for NTN especially over GEO-synchronous satellites.
[bookmark: _Toc20911681][bookmark: _Toc21032747]RAN2 to conclude that the discard timer needs to be extended.
PDCP re-establishment
Re-transmissions on the PDCP layer
In addition to the re-transmission functionality of RLC and MAC (through HARQ), PDCP also provides the possibility of re-transmissions in certain cases. PDCP re-transmissions are however expected to be much infrequent compared to HARQ or ARQ, since during normal operation RLC is expected to provide reliability to the PDCP layer. PDCP re-transmissions are typically only done during handover when there are no possibilities for the RLC layer to send any packets. Therefore, the PDCP layer needs to have its transmitted PDUs acknowledged similar to in the RLC layer. 
[bookmark: _Toc528786998][bookmark: _Toc528786999][bookmark: _Toc528787000][bookmark: _Toc528787001][bookmark: _Toc528787002][bookmark: _Toc528787003]PDCP retransmissions are enabled by PDCP re-establishment/PDCP recovery and PDCP status reports. Below we describe the general procedures for Data Radio Bearers utilizing AM RLC. 
PDCP re-establishment and PDCP data recovery
When the PDCP re-establishment is triggered the PDCP transmitting entity shall first reset the header compression state, then apply the ciphering algorithm and integrity protection algorithm as well as the corresponding keys given from the higher layers.
After the first two steps have been taken, the PDCP entity shall retransmit all PDCP SDU starting from the first SDU that has not been acknowledged by the lower layers. This step is the same as in the PDCP recovery case.
The receiving PDCP entity shall process the data PDUs received from the lower layers due to the re-establishment, then reset header compression state as well as apply the deciphering and integrity protection algorithm with corresponding keys from the higher layers. If configured, the receiving entity shall also trigger a PDCP status report.
For the PDCP data recovery procedure the transmitting entity performs the same procedures except only retransmissions.
[bookmark: _Toc4529519][bookmark: _Toc4620969][bookmark: _Toc4673213][bookmark: _Toc4687397][bookmark: _Toc4697370][bookmark: _Toc4699422][bookmark: _Toc4699463][bookmark: _Toc16790042][bookmark: _Toc20911676][bookmark: _Toc21032742]PDCP shall retransmit non-acknowledged PDCP PDUs during re-establishment and data recovery.
PDCP acknowledging and status reports
Acknowledging transmitted PDCP PDUs is different from RLC in that it can be done either through the corresponding RLC SDU being acknowledged by RLC or through PDCP status reports. In normal circumstances RLC is expected to acknowledge PDCP PDUs, and PDCP status reports are only used to acknowledge PDCP PDUs and do not trigger retransmissions as for RLC PDUs. 
PDCP status reports can be configured to be triggered when the PDCP entity is either re-established or the PDCP data recovery is triggered. 
[bookmark: _Toc4529520][bookmark: _Toc4620970][bookmark: _Toc4673214][bookmark: _Toc4687398][bookmark: _Toc4697371][bookmark: _Toc4699423][bookmark: _Toc4699464][bookmark: _Toc16790043][bookmark: _Toc20911677][bookmark: _Toc21032743]PDCP PDUs can either be acknowledged through acknowledgement by RLC or through status reports.
Connection control procedures
PDCP re-establishment is used after the handover procedure and may also be configured to be used when radio bearers are reconfigured. When RRC command to perform a handover (Reconfiguration with Sync) is received by the UE, the UE according to 38.331 shall:
NOTE 1:	The UE should perform the reconfiguration with sync as soon as possible following the reception of the RRC message triggering the reconfiguration with sync, which could be before confirming successful reception (HARQ and ARQ) of this message.
This means that the UE shall interrupt any transmissions currently on-going. This stops the UE from transmitting feedback (RLC or HARQ) for received packets and also stops the UE from receiving feedback (RLC or HARQ) for previously transmitted packets. 
[bookmark: _Toc4529521][bookmark: _Toc4620971][bookmark: _Toc4673215][bookmark: _Toc4687399][bookmark: _Toc4697372][bookmark: _Toc4699424][bookmark: _Toc4699465][bookmark: _Toc16790044][bookmark: _Toc20911678][bookmark: _Toc21032744]PDCP re-establishment is an important procedure during handovers.

[bookmark: _Ref189046994]Interruptions during handover for NTN
For non-terrestrial networks the propagation delays are much bigger compared to the terrestrial case and the interruptions of the lower layers due to the handover are expected to be more. In the contribution [3], possible interruptions due to the handover procedure can be seen. The time before receiving feedback is expected to be much longer compared to the terrestrial case. Considering these, the issue on how the PDCP re-establishment procedure would work in the non-terrestrial case should be investigated.
One example of a problem that might occur is shown in Figure 1. 
[image: ]
Figure 1. Figure showing the problem of retransmission of outstanding packets.
In this case before the handover is started, the UE has several outstanding PDCP PDUs that have not been acknowledged by the network due to the large propagation delay. After the handover when the PDCP re-establishment procedure is started, as the UE shall retransmit non-acknowledged PDUs, the UE might need to retransmit a large number of PDUs that have already been successfully received by the network. 
Figure 1 illustrates the following:
1) The gNB acknowledges PDCP PDU up to #3
2) In the timespan T2-T4, the UE transmits the PDCP PDUs {4, 5, 6}
3) In T3, the gNB sends a handover command, but it is still receiving PDCP PDUs that were transmitted ~250 ms ago by the UE. So even though the gNB has ordered the handover, the PDCP PDUs can be received as it will take another one-way delay before the gNB knows for sure that the UE will stop transmitting due to the earlier scheduling. Thus, the window between sending HO command and receiving the last UL data may be up to a one-way delay. All of these PDCP PDUs cannot be acknowledged due to the UE starting HO execution to target cell.
4) In T5, HO execution to target cell starts and UE cuts connection with source cell. 
5) In T6, the PDCP re-establishment is triggered, which stipulates that non-ACKed PDUs should be re-transmitted and consequently the PDUs are retransmitted before the new data can be transmitted.
This problem causes two issues:
· the interruption before new data can be transmitted becomes longer,
· seamless handovers are no longer possible

[bookmark: _Toc16790045][bookmark: _Toc20911679][bookmark: _Toc21032745]Long propagation delays may cause problems for the PDCP re-establishment procedure.
[bookmark: _Toc887697][bookmark: _Toc887718][bookmark: _Toc1064785][bookmark: _Toc1064829][bookmark: _Toc4356607][bookmark: _Toc4358654][bookmark: _Toc4529523][bookmark: _Toc4620973][bookmark: _Toc4673217][bookmark: _Toc4687401][bookmark: _Toc4697374][bookmark: _Toc4699426][bookmark: _Toc4699467][bookmark: _Toc16790046][bookmark: _Toc20911682][bookmark: _Toc21032748]RAN2 to study PDCP re-establishment during NTN handovers.

Conclusion
In section 2 we made the following observations:
Observation 1	RLC status reports are triggered through polling and out-of-order reception.
Observation 2	Timely RLC status reports are essential to prevent RLC stalling.
Observation 3	RLC status reports needs to be delivered quickly and reliably over lower layers to ensure that data can be delivered reliably.
Observation 4	For NB-IoT the discard timer was extended to cope with large coverage extensions.
Observation 5	PDCP shall retransmit non-acknowledged PDCP PDUs during re-establishment and data recovery.
Observation 6	PDCP PDUs can either be acknowledged through acknowledgement by RLC or through status reports.
Observation 7	PDCP re-establishment is an important procedure during handovers.
Observation 8	Long propagation delays may cause problems for the PDCP re-establishment procedure.

Based on the discussion in section 2 we propose the following:
Proposal 1	RAN2 to study how to improve the delivery of RLC status reports.
Proposal 2	RAN2 to conclude that the discard timer needs to be extended.
Proposal 3	RAN2 to study PDCP re-establishment during NTN handovers.
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[bookmark: _Toc19214758]7.2.3.1	SDU Discard
Problem Statement
The transmitting PDCP entity shall discard the PDCP SDU when the discardTimer expires for a PDCP SDU or when a status report confirms the successful delivery [TS 38.322]. The discardTimer can be configured between 10ms and 1500ms or can be switched off by choosing infinity [TS 38.331].
The discardTimer mainly reflects the QoS requirements of the packets belonging to a service. However, by choosing the expiration time of the discardTimer or the QoS requirements, the RTD as well as the number of retransmissions on RLC layer and/or HARQ shall be considered. By increasing the expiration time of discardTimer, one should keep in mind that extended timer values will increase the amount of required memory for the buffer.
Editor’s note: The modification of the discardTimer can be revisited if new performance and QoS requirement are defined.
Possible solutions
Extend the discardTimer to facilitate reliable delivery over large propagation delays. As the round-trip time in satellite systems may reach well over 500ms there may be problems where PDCP PDUs cannot be delivered before they are discarded through this timer.
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