Page 4
Draft prETS 300 ???: Month YYYY
[bookmark: _GoBack]3GPP TSG-RAN WG2 #107bis	Tdoc R2-1913581
Chongqing, P.R. China, 14th – 18th October 2019

Agenda Item:	6.6.3.1
Source:	Ericsson
Title:	On uplink enhancements on NTN
Document for:	Discussion

1	Introduction
In RAN#80, a new SI “Solutions for NR to support Non-Terrestrial Network” was agreed [1]. It is a continuation of the preceding SI “NR to support Non-Terrestrial Networks” (RP-171450), where the objective was to study the channel model for the non-terrestrial networks, to define deployment scenarios, parameters and identify the key potential impacts on NR. The new study item with updated SID Error! Reference source not found. has the objective at evaluating potential solutions addressing the minimum necessary identified key impact areas from the previous activity and to study impact on RAN protocols/architecture. The objectives for layer 2 and above are:
	· Study the following aspects and identify related solutions if needed: Propagation delay: Identify timing requirements and solutions on layer 2 aspects, MAC, RLC, RRC, to support non-terrestrial network propagation delays considering FDD and TDD duplexing mode. This includes radio link management. [RAN2]
· Handover: Study and identify mobility requirements and necessary measurements that may be needed for handovers between some non-terrestrial space-borne vehicles (such as Non Geo stationary satellites) that move at much higher speed but over predictable paths [RAN2, RAN1]
· Dual connectivity [RAN3 aspects] involving
· NTN-based NG-RAN (Transparent GEO or LEO satellites) and terrestrial based NG-RAN access: Xn terminated on the ground
· or two NTN-based NG-RAN access (between Regenerative LEO satellites): Xn over ISL

· Architecture: Identify needs for the 5G’s Radio Access Network architecture to support non-terrestrial networks (e.g. handling of network identities) [RAN3]
· Paging: procedure adaptations in case of moving satellite foot prints or cells

Note:
· This new study item does not address regulatory issues.



In this paper, we discuss the impact on SR delays due to the long propagation delays in NTN
[bookmark: _Ref178064866]2	Gaining uplink resources
When new data arrives in the UE’s uplink buffer it will trigger a buffer status report, BSR, to be sent to the network. If the UE at that point does not have any uplink PUSCH resources to use to communicate with the network, it may have been configured with Scheduling Request, SR, resources on the PUCCH to be used to indicate its need of a UL grant. The SR resources are unique for the UE and are repeated over time with a certain periodicity. 
If an SR is sent using the dedicated PUCCH resources, the network detects the presence of the signal and then knows which UE is requiring UL resources. The network can then grant the UE with UL resources on PUSCH by sending a DCI to the UE using the PDCCH. The UE then sends its BSR to inform the network of its current buffer status and expects further grants accordingly.
2.1	SR and BSR for NR
The uplink scheduler needs to know if a device has UL data to be transmitted and in NR, the SR framework has been extended compared to LTE to allow the SR flag to carry more information on the UL data to be transmitted, i.e. the UE may be configured with more than one SR configuration where different logical channels may be mapped to different SR resources. When the SR is received by the network, the UL scheduler sends a UL grant on the PDCCH matching the SR resources used. Nevertheless, it is still not possible to indicate the amount of data the UE has in its UL buffer. Thus, the UL scheduler will typically only grant UL resources for the UE to send its buffer status report, BSR. When the BSR is received in the network, the UL scheduler have the correct information on the amount of data of each logical channel group that the UE has been configured with and can therefore make suitable decisions on the grant sizes to send to the UE. As can be seen in Error! Reference source not found., this requires at least 2 RTTs from a UE perspective before a suitable grant is received to be used for UL data transmission.
[bookmark: _Toc16768149][bookmark: _Toc16792740][bookmark: _Toc21001366][bookmark: _Toc21032439][bookmark: _Toc21039427]Existing SR functionality requires at least two RTTs before a UE receives a grant of suitable size.
2.2	SR for NTN
Existing BSR procedures have been designed for terrestrial networks where the round-trip/ propagation delay is typically restricted to be within a few milliseconds. For UEs in cells experiencing longer delays, e.g. such as in a satellite communication system, the propagation delay will delay the closed loop of informing the network of the UE’s current buffer status. 
A UE connected to a non-terrestrial system e.g. a GEO satellite, may experience a RTD of around 550 ms which will delay the data transmission several RTDs before a suitable sized grant is received.
[image: ]
Figure 1 Propagation and processing delays
The long delay before the network receives the BSR may force the network to resort to non-optimized scheduling by always overestimating the size of the first grant which will add a substantial overhead with reduced resource efficiency as a consequence of the inefficient scheduling. If the network on the other side only schedule a first suitable sized grant for transmission of the BSR, it may cause a degraded end user experience with reduced bit rates and service degradations.
[bookmark: _Toc12519926][bookmark: _Toc12519989][bookmark: _Toc12522045][bookmark: _Toc12522086][bookmark: _Toc16514562][bookmark: _Toc16710972][bookmark: _Toc16711643][bookmark: _Toc16711881][bookmark: _Toc16768150][bookmark: _Toc16792741][bookmark: _Toc21001367][bookmark: _Toc21032440][bookmark: _Toc21039428]A proper SR-BSR procedure in NTN may take several RTDs before data can be transmitted which can be in the order of seconds.
It should be noted that while the SR-BSR procedure may be motivated in the terrestrial case where there might be large densities and next to non-existent propagation delays, thus resource efficiency will be important by not giving the UEs any unnecessary resource allocations in advance. Low Latency is thus already attainable due to the small propagation delays. For NTN-UEs with higher requirements on delay, it may be beneficial to utilize SPS, but in the case of infrequent data transmission this procedure might become a major waste of resources that is difficult to motivate even with benefits of reduced delay. From these discussions it would be beneficial to study and evaluate more efficient solutions for scheduling requests, thus perhaps bypassing the BSR.  
[bookmark: _Toc16711644][bookmark: _Toc16768151][bookmark: _Toc16768176][bookmark: _Toc16792742][bookmark: _Toc16716854][bookmark: _Toc21001371][bookmark: _Toc21032443][bookmark: _Toc347823621][bookmark: _Toc347824073][bookmark: _Toc347824246][bookmark: _Toc21039443]RAN2 to study and evaluate more efficient alternatives to SR for NTN.

2.3	2-step RA for BSR 
When the network receives the BSR, the network will have a more complete knowledge of the current buffer status of the UE, which includes which specific logical channel group that has data and the amount of buffer in memory for that specific logical channel group. At this point the network is able to schedule the UE depending on the QoS. As explained in the previous section, this would take much time in the current procedures. It would be beneficial if the UE could transmit a BSR on the first occasion instead of an SR. 
One possible way of achieving this that would not require a lot of network resources would be to utilize 2-step random access procedures. In 2-step Random Access the Msg1 (preamble) and Msg3 (RRC Connection SDU/UL data) will be sent very close in time to create a MsgA. In connected mode, it may be possible for the PUSCH transmission of MsgA to contain UL data, and in this case BSR could easily be fitted into this message. 
[bookmark: _Toc21001368][bookmark: _Toc21032441][bookmark: _Toc21039429]The PUSCH transmission of MsgA in connected mode could fit a BSR.
Using 2-step random access for BSR has the benefit that BSR can be delivered early without the need of pre-configured resources, which are required by such schemes as configured grant or similar. When it comes to the reliability of MsgA transmission, this can be made to be very reliable as the size of the BSR is typically quite low compared to other messages that are expected to be carried in MsgA.
[bookmark: _Toc21001372][bookmark: _Toc21032444][bookmark: _Toc21039444]RAN2 to consider BSR over 2-step RA as an option to improving the uplink scheduling efficiency. 
[bookmark: _Ref189046994]3	Logical Channel Prioritization
The logical channel prioritization, LCP, is the method by which uplink data from different logical channels are multiplexed. The idea is to have a network-controlled way of ensuring QoS in the uplink for each radio bearer (and in the end bearers that are established with upper layers).
3.1	Logical channel prioritization in NR
The basic function of the logical channel prioritization is to ask the RLC entities for data according to its priorities. In NR the logical channel prioritization is basically maintained by for each logical channel having three different fields: 
· Priority indicates what relative priority that a channel has. In the case of SRB1, in the initial configuration the priority is 1 which indicates that the logical channel has the highest priority,  
· Prioritized Bit Rate, PBR, is the data rate provided to one logical channel. The LCP strives to allocate resources to each LCH so that the PBR can be maintained. 
· Bucket Size Duration, BSD, gives together with PBR the bucket size of the LCH. The bucket size is the maximum number of bits the LCP will allocate to a LCH for the first round of LCP in trying to maintain the PBR for each LCH with data in buffer. 

In addition to the above configured values per logical channel, the UE shall maintain a variable Bj to ensure that the prioritized bit rate is maintained. One example how this is done is shown in Figure 2. 
[image: ]
Figure 2. Logical channel prioritization operation.
3.2	RLC status reporting
One of the options on the table currently is the ability to turn off HARQ to enable higher rates due to the large delays and rely on RLC for retransmissions. Since the RLC retransmissions are mainly relying on RLC status reporting, it is important to ensure that RLC status reports are transferred as quickly and reliably as possible as they are transparent to the lower layers including MAC. We discuss this more in detail in [3], but one of the main difference from the perspective of MAC is that the difference between HARQ feedback on PUCCH and RLC status report is that the RLC status report needs to be scheduled since it is sent transparently over MAC. 
[bookmark: _Toc21001370][bookmark: _Toc21032442][bookmark: _Toc21039430]For the ACK/NACKing data the main difference on PUCCH and RLC status reports is that the RLC status report needs to be scheduled since it is sent transparently over MAC.
3.3	Logical channel prioritization for NTN
The difference between HARQ feedback on PUCCH and RLC status report is that the RLC status report needs to be scheduled since it is sent transparently over MAC. However, since the status reports are sent over MAC, the RLC status reports are seen as data from the LCP perspective. Thus, it may not be possible for the gNB to reliably schedule status reports. One way to attempt to schedule an RLC status report is by setting the poll bit in an RLC PDU for the specific logical channel and then later send a pre-emptive UL grant with a robust MCS and small TBS as seen in Figure 3. However, the problem is that since the gNB cannot control the action of the LCP, the gNB cannot be certain that what it will receive in the subsequent UL data transmission will be the status report that the network was trying to schedule. 
[image: ]
Figure 3. An example of a successful scheduling of a RLC status report.
Thus, to allow efficient scheduling of RLC status reports, we think that RAN2 should study how to enable the network to schedule status reports more reliably and efficiently.
[bookmark: _Toc21001373][bookmark: _Toc21032445][bookmark: _Toc21039445]RAN2 to study how to enable network to schedule status reports more reliably and efficiently.
Currently in the LCP procedure, the LCP procedure will ask the specific RLC entities to construct an RLC PDU with the size of X bytes, which includes the RLC SDU data as well as the RLC header. One potential method to solve this, would be to enable the logical channel prioritization to prioritize RLC status reports. Thus the LCP could simply ask of each RLC entity to send down the status report of each logical channel before going on to ask for RLC PDUs with data. 
[bookmark: _Toc21001374][bookmark: _Toc21032446][bookmark: _Toc21039446]One solution is to prioritize RLC status reports in the LCP procedures.

4	Conclusion
In the previous sections we made the following observations: 
Observation 1	Existing SR functionality requires at least two RTTs before a UE receives a grant of suitable size.
Observation 2	A proper SR-BSR procedure in NTN may take several RTDs before data can be transmitted which can be in the order of seconds.
Observation 3	The PUSCH transmission of MsgA in connected mode could fit a BSR.
Observation 4	For the ACK/NACKing data the main difference on PUCCH and RLC status reports is that the RLC status report needs to be scheduled since it is sent transparently over MAC.


Based on the discussion in the previous sections we propose the following:
Proposal 1	RAN2 to study and evaluate more efficient alternatives to SR for NTN.
Proposal 2	RAN2 to consider BSR over 2-step RA as an option to improving the uplink scheduling efficiency.
Proposal 3	RAN2 to study how to enable network to schedule status reports more reliably and efficiently.
Proposal 4	One solution is to prioritize RLC status reports in the LCP procedures.
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[bookmark: _Toc9617094]7.2.1.5		Uplink scheduling
Problem Statement
In connected mode, when new data arrives in buffer of a UE, the UE should according to the procedures trigger a Buffer Status Request [TS 38.321]. In case the UE does not have any UL-SCH resources, the UE should send a Scheduling Request to let the network know that the UE has buffer in its memory. Upon the network receiving Scheduling Request the network may send and UL grant in order for the UE to send a first message containing a BSR. Using this procedure, it may take up 1.5 RTTs before the network has full knowledge of the buffer of the UE and 2 RTTs before the UE receives a suitable grant to accommodate the UEs buffer. 
Possible Solution
One solution to reduce the number of round-trips is to enable the UE to send a BSR in the first message. One resource efficient way of sending a BSR early on when requesting uplink resources is to enable the UE to send BSR in the first message of the 2-step Random Access procedure, the so-called MsgA. 

------------------------------------------------------------------------------------------------------------------------------------
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