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Introduction
This is a summary report for email discussion 107#51 regarding solutions for F1AP signaling via LTE for an IAB-MT operating in EN-DC mode.
 
[107#51][NR IAB] F1 over LTE (AT&T)
	Intended outcome: Report identify the impact, attempt to converge on a solution, based on R2-1911782, including the possibility of split SRB3
	Deadline:  Thursday 2019-10-03

The following five potentials solutions for F1 over LTE were discussed at RAN2#107. This email discussion further discusses the impact of these solutions and tries to converge on a solution. 

· Solution Set 1: Based on MT’s control plane
· Solution 1a: F1AP interface transported over MT’s RRC
· Solution 1b: F1AP interface transported directly in X2-C container
· Solution 1c: F1AP interface transported using split SRB3
· Solution Set 2: Based on MT’s user plane
· Solution 2a: F1AP interface transported via E1 and over MT’s SN-terminated bearer
· Solution 2b: F1AP interface transported over-the-top via local PDN gateway at CU-CP

Response deadline: October 1st, 2019

Solution Details and Impact
Solution Set 1: Based on MT’s control plane
Solution 1a: F1AP interface transported over MT’s RRC
This solution is based on [1], and proposes to tunnel the F1AP stack (F1AP/DTLS/SCTP/IP) via the MT’s NR RRC. This solution tries to reuse existing mechanisms already in place to deliver NR RRC signaling over X2AP to/from a UE via LTE MeNB. In this solution the LTE MeNB is not aware that it is transporting F1AP signaling to the MT since this signaling is tunneled through the NR RRC. The following potential specification changes were identified in [1] and during the offline discussion. 
· NR RRC (38.331)
· Add new IABF1APInformationTransferMRDC message to encapsulate IP packet carrying F1AP.
· Add new UL-DCCH-MessageType to UL-DCCH-Message message, and new DL-DCCH-MessageType to DL-DCCH-Message message to carry the new IABF1APInformationTransferMRDC message. 
· Minor text addition for description and usage. 
· LTE RRC (36.331):
· Define new DLInformationTransferMRDC message to transfer NR DL-DCCH-Message from LTE eNB to IAB-MT. 
· Minor text change to indicate additional usage of UL-DCCH-MessageNR field and DL-DCCH-MessageNR field to transfer a new NR RRC message IABF1APInformationTransferMRDC.
· X2AP (36.423): 
· Possibly new IE in RRC TRANSFER message if usage of existing RRC Container related IEs cannot be extended to carry the required NR RRC message.

Additionally, it was discussed that there may be a need to provide some configuration to the MT from the CU to indicate whether the MT should use the NR RRC path via LTE or the BAP layer path via NR IAB to send uplink F1AP messages. Also, more discussion may be needed to identify an entity on the MT that would be responsible to receive this configuration for NR/LTE selection and enforce it.
Q1: Regarding impact to X2AP specifications (TS 36.423), do you think that usage of one of the existing RRC Container related IEs in the RRC TRANSFER message can be extended to carry the required NR RRC message? Or do you think a new IE needs to be defined for the RRC TRANSFER message? Please explain.
	Company
	Comments

	INTEL
	Defining New IE is much better for backward compatibility. The existing RRC container in 36.423 RRC TRANSFER is defined only from MeNB to en-gNB. 

	KDDI
	· Basically it should be discussed in RAN3. If RAN2 agree to request RAN3 to develop related X2 interface, they will discuss.
· In TS36.423 TS 36.423 V15.6.0 (2019-07), it specified as follows. So, we prefer to add new Rel-16 IE to carry F1AP stack (F1AP/DTLS/SCTP/IP).

9.1.4.21	RRC TRANSFER
This message is sent by the MeNB to the en-gNB or by the en-gNB to the MeNB to transfer an RRC message.
Direction: MeNB   en-gNB or en-gNB   MeNB.

	Nokia
	For the RRC Container under “Split SRB”, a new IE would be needed to tell whether the container carries an LTE SRB PDCP PDU as currently defined, or the new kind of F1AP-stack packet. Also, this would render the current branch name “Split SRB” inaccurate and diverging from its original purpose. 
For the RRC Container under “NR UE report”, in the direction MeNB->gNB a new IE would be needed to tell whether the container carries an NR RRC message as currently defined, or the new kind of F1AP-stack packet. Also, this would render the current branch name “NR UE report” inaccurate and diverging from its original purpose. 
We think it is cleanest to define a brand new container. 

	QC
	We agree with Intel and Nokia that a new container would be best.

	LG
	This should be discussed in RAN3, even though we slightly prefer to have a new container. The thing RAN2 should determine is whether to support this solution or not. 

	NEC
	We agree to have a new container, which has less impact to the legacy LTE RRC protocol. 

	Huawei
	This should be decided by RAN3.

	ZTE
	It is better to use a new container. And it should be discussed in RAN3.

	Samsung 
	If we agree to use this method, then making new container seems better. But this should be discussed in RAN3 first.

	Ericsson
	Agree that this is a RAN3 discussion. That being said, in the RRC Transfer message, we have two containers, one for split SRB (which can be used in both UL and DL) and another one for UE report (only used for UL direction for measurement reporting of SN configured measurements or failure information message when we don’t have SRB3). Thus, a more clean and backward compatible way will be to have a new container for DL messages that are not associated with a split SRB.

	Sequans 
	Agree with Nokia

	AT&T
	We agree that ultimately this needs to be decided by RAN3, and that it is cleanest to define a new container as proposed by many companies. 

	Futurewei
	Our understanding of 36.423 is that RRC transfer currently supports two scenarios:
1) Split SRB: An LTE RRC message encapsulated within a PDCP-C PDU is transferred from MeNB -> en-gNB - > UE, or vice versa
2) NR UE Report: An NR UL-DCCH message containing either a Measurement Report or a Failure Information message is transferred from UE -> MeNB -> en-gNB
The proposed solution outlined in [1] does not clearly fit within either of these two scenarios. Our understanding of the proposed solution would require bi-directional transfer of encapsulated F1-AP messages from en-gNB - > MeNB -> IAB-node MT, and vice versa. Hence, neither existing IE in the RRC Transfer Message of 36.423 seems to be suitable.
Furthermore, the solution proposed in [1] does not appear to fit the Split SRB architecture (NR RRC: encapsulated in NR PDCP: encapsulated in LTE RRC: encapsulated in LTE PDCP). Neither does it fit the definition of an NR UE report. Hence, we think that this solution would need to be studied by RAN3 as well as RAN2, before it could be agreed.
To our knowledge, the proposed encapsulation of messages constitutes a new architectural solution, that has no clear precedent in the network today.

	ITRI
	Though X2AP should be discussed in RAN3, from RAN2 perspective defining new IE is beneficial to the distinguishing between F1AP and NR RRC message as well as backward compatibility.



Summary:
14 companies responded to this question. 12 out of 14 companies preferred to define a new IE/container in X2AP specs. Also, 9 out of 14 companies commented that since this is an X2AP issue, it should be discussed/decided by RAN3.
Observation 1: For solution 1a, a large majority of companies prefer to define a new IE/container in X2AP specs. Since it’s an X2AP issue, majority of companies think that should be discussed/decided by RAN3.

Q2: Assuming that the MT can be configured via NR RRC signaling to use either the NR RRC path via LTE, or the BAP layer path via NR IAB, to send uplink F1AP messages, is there a need to specify which entity within the MT receives and acts upon this configuration? Can this be left up to implementation, since the interaction between DU and MT inside an IAB node is not specified? Please explain your view. Note that this same discussion will also apply to Solution 1b.
	Company
	Comments

	INTEL
	Which path to choose should be configured in the NR RRC entity of IAB-MT. But the interaction between DU and MT inside an IAB node can be left up to implementation.

	KDDI
	[bookmark: OLE_LINK3]We share the view with Intel.

	Nokia
	Since we agreed to have separate BAP entity in IAB DU and IAB MT, we now have to decide which of these entities adds BAP header to the packet received on the access link. There can be two cases:
· All the packets which are to be routed via BH links are provided to the MT with BAP header already. In that case, MT will be aware that, when receiving an IP packet from IAB DU without BAP header, it should send it as part of F1AP container in RRC message. 
· BAP header is added by the MT for all traffic. In that case, UE needs to be provided with an IP address configured for F1AP messages which should be routed via LTE leg, so that it knows it should not route it via BH links. 
In any case, IAB DU needs to be configured with information on which path to use, i.e. LTE leg or backhaul path, so it can either decide whether to append BAP header (option 1) or choose the proper IP address for F1AP messages. 
Summing up, a configuration needs to be provided to both MT and DU to inform which path to use for F1AP messages.

	QC
	This needs to be properly specified. 
The switching cannot be done on BAP layer (disregarding the number of BAP entities on a node), since BAP is terminated at the IAB-donor DU and does not even reach the CU-CP.
It cannot be done on RRC layer since F1-AP is not routed via RRC on the NR branch.
It would have to be done on SCTP layer since the SCTP entity is the convergence point of both paths on CU as well as on DU. This means that we regard the CP connection via X2/LTE as an alternative L2 path between IAB-node and CU-CP, which uses alternative link-local IP addresses (very simple since link-local). SCTP multihoming allows switching between both paths. This solution would nicely match SA mode, where SCTP multihoming capabilities are used for redundant F1-C paths across different donor DUs.

	LG
	We think that BAP layer can be configured, by IAB donor, to recognize which F1AP messages should be routed via LTE. If the F1AP message should be routed via LTE, this messages should be sent as part of F1AP container in NR RRC message, otherwise route via BH links. The interaction between DU and MT inside an IAB node may be up to implementation. 

	[bookmark: OLE_LINK4]NEC
	We think since there is no interface signaling introduced, we think it is unnecessary to precisely configure which part of the MT receives and acts upon this configuration. Leaving it to implementation is enough. 

	Huawei
	The use case should focus on the case that F1AP over LTE is only used when NR link fails. In that case, for upstream, we have to specify:
1. How does the NW configure/indicate the MT to switch F1AP over NR into LTE;
2. Which entity/layer at MT can perform this path switch function;
Once the NR link fails, NW configure the MT to start use LTE link to transfer F1AP. The “configuration” may be defined in RRC or F1AP. The key issue is which entity can handle the switch. It seems only IP layer is feasible to perform the switch over NR link into over LTE link, as shown in the following stack. F1AP or RRC can inform the configuration to IP layer. However, IP layer can not be controlled by 3GPP. It means the use of NR link or LTE link is totally out of NW control. If RAN2 agree to use F1AP over LTE in addition to F1AP over NR, the link to be used at a given time is purely IP layer implementation, rather than NW configuration.
[image: ]

	ZTE
	We share the view with NEC.

	Samsung 
	Have the same view with Intel.

	Ericsson
	This can be left to implementation.

	Sequans
	We think this would need to be specified. We agree it cannot be at BAP for same reasons as QC. 
Regarding SCTP multihoming, that might be investigated but it shouldn’t be related to “the MT can be configured via NR RRC signaling to use either the NR RRC path via LTE “ since SCTP is part of DU protocol stack, not MT protocol stack.

	AT&T
	We agree with QC that the switching should to be done at the SCTP entity. This inherently allows taking advantage of SCTP’s in-sequence delivery and duplication properties. Such a design would also be forward compatible with the corresponding SA case. However, we don’t think anything needs to be specified. We agree with Ericsson that this can be left up to implementation. 

	Futurewei
	It seems that SCTP multihoming could be used, with different IP addresses for the BH vs. LTE paths. However, how to configure which path to use, seems outside of the scope of 3GPP: 
· How is the IP address for the LTE path assigned? Has this been discussed by RAN3?
· How will SCTP multihoming be configured? Does RRC need to configure primary and alternate IP addresses for SCTP? It does not seem appropriate to use RRC for this, as it is outside of the scope.
· Do we need to specify any interaction between RLF recovery and SCTP?
· Would there need to be any other interaction between RRC and SCTP? 
All of these are open questions that would need to be addressed. It does not seem prudent of RAN2 to spend time on questions related to SCTP, as this is within the scope of RAN3. However, if there is a need for RRC to address any configuration issues, this would have to be further discussed in RAN2. This is not encouraging from the perspective of the WI schedule.
As usual, the devil seems to be in the details.

	ITRI
	We think for UL transmission, the MT BAP entity is responsible for routing determination. The configuration of UL F1AP message transmission should be configured to MT BAP entity. Either using NR RRC path via LTE or using BAP path via NR IAB to transmit UL F1AP message is determined by MT BAP entity based on the configuration and the indication from DU BAP entity.
The DU BAP entity should provide proper indication to MT BAP entity for differentiating UL packets from upper layer from packets from BH links. However, the interaction between DU and MT can be left to implementation.



Summary:
14 companies responded to this question. 10 out of 14 companies indicated that at least something needs to be specified to configure the IAB node (either DU or MT or both) to use either the LTE path via NR RRC or the NR IAB path via BAP layer. 4 out of 10 companies thought this could be left up to implementation. 
Observation 2: For solution 1a, a majority of companies indicate the need to configure the IAB node to use either the LTE path via NR RRC or the NR IAB path via BAP layer.

Q3: At a high level is there anything major missing from the above list of impacts for Solution 1a? If so, please explain. In addition to specification impacts, also comment on any potential implementation impacts.
	Company
	Comments

	INTEL
	Other than spec impacts, this solution does not provide in-sequence or duplication detection, which is critical when multi path is used for CP signaling.

	KDDI
	· For DTLS/SCTP/IP, how to configure those protocols via LTE uu should be discussed and identified.
· For F1AP, if the IAB nodes use “NR RRC path via LTE” and “BAP layer path via NR IAB” simultaneously to transmit F1AP messages, some solution for in-sequence or duplication detection shoule be considered, as Intel comments above. If F1AP messages are carried “using NR RRC path via LTE” or “using BAP layer path via NR IAB”, then no major missing part is found.

	Nokia
	[bookmark: OLE_LINK6]According to the protocol stack presented in [1], F1AP message would first be encapsulated into NR RRC->NR PDCP->LTE RRC->LTE PDCP. In our understanding NR PDCP is not needed in this option. We should utilize the following protocol stack:
 [image: ]
This is the same protocol stack, which is used for RRC TRANSFER of NR measurements or UE failure information from eNB to en-gNB. The stack proposed in [1] would introduce SRB over SRB transport, which we find odd.
Also, probably 37.340 would be impacted (but that is common for all solutions as they concern MR-DC options).

	QC
	Since SCTP multihoming is used on the F1-C layer, in-sequence and duplication detection is provided.

	LG
	We think that SCTP can provide in-sequence delivery. Of course, RAN2 should discuss how configure this, but no major missing is found for now. 

	NEC
	in-sequence or duplication detection is missing

	ZTE
	According to 36.423, the UL-DCCH-Message which carries the MeasurementReport message or FailureInformation message is directly encapsulated into the LTE RRC message. Similarly, we think the NR RRC message encapsulating F1AP message (without SCTP/IP layer) is directly encapsulated into LTE RRC message as well. 
	NR UE Report
	
	0..1
	
	
	
	

	>RRC Container
	M
	
	OCTET STRING
	Includes the UL-DCCH-Message as defined in subclause 6.2.1 of TS 38.331 [31] containing the MeasurementReport message or FailureInformation message.
	YES
	reject




	Samsung 
	We also consider there should be discussion on how to handle in-sequence delivery and duplication detection when this solution is adopted. This all solution is investigated to guarantee the reliability on control signaling, and comparison result on link quanlity or path quality between LTE path and NR IAB path must be different according to the number of hop to the donor CU in IAB path. Longer path could have relatively less reliability than LTE path while short path could have better. So, the path selection or even switching should have enough flexibility and configurability.

	Ericsson
	In sequence delivery or duplication is already taken care of via SCTP as the whole F1-AP stack is encapsulated, and our understanding is that only one of the links is used at a time (i.e. simultaneous use the LTE leg and the normal NR BH RLC channels for F1-AP transport is not allowed)

	Sequans
	Regarding Nokia comments, if this solution is supposed to mimic the way some NR RRC messages are already sent via LTE, then indeed NR PDCP is not involved.
However, we think it would make more sense to actually include NR PDCP, and transfer PDCP-C PDUs. The reason is that this would makes 1a a full fledge SRB, that could be called e.g. SRB3bis (SRB3 but via eNB).
As such, 1a just provides an adhoc way to transfer NR RRC messages via eNB, which is useful only for some specific traffic like F1-C (because it has SCTP which handles duplicate, in order delivery etc).
The normal way to exchange RRC messages is to use a SRB, i.e. exchange PDCP-C PDUs, using all the functionality provided by PDCP. This should be used for 1a too, even if not required for F1-C, because it makes it useful for potential other future use cases. We believe introducing adhoc solutions for each new use case is not the way to go.
In addition, if SCTP multihoming is used, details on this may be missing (how can it be configured via MT NR RRC, …).

	AT&T
	Agree with Ericsson, QC and LG. SCTP already provides in-sequence delivery and duplication. The original intention behind this solution was to only use one link at a time. However, wouldn’t SCTP naturally support simultaneous use of both paths, if needed? 

	Futurewei
	It seems that in-order delivery and loss detection could be handled by SCTP multi-homing (based on comments from other companies), assuming SCTP/IP is used on both BH and LTE paths. However, as mentioned previously, it is not clear how this would be configured, and also not very clear how SCTP would become aware of addressing and availability of the underlying paths.
It seems that packet duplication would not be supported (based on comment from Ericsson), and hence we may expect this solution to have lower reliability compared to say a split SRB approach (e.g. solution 1c)
We have sympathy for Nokia’s comment, in that PDCP within PDCP encapsulation seems unnecessary. This may introduce some complications, such as how to manage two different security context, and how to recover from an RLF. So probably this should be avoided if possible.
In general, it is not very clear to us what is the necessity/advantage of using NR RRC here. It seems that solution 1b achieves the same results as 1a, but is simpler from an architectural and protocol perspective. 

	ITRI
	It is proposed to specify reusing MR-DC in-sequence delivery and duplication detection, if PDCP duplication is allowed for RRC or F1AP transmission using NR RRC path via LTE or BAP layer path via NR IAB. 



Summary:
13 companies responded to this question. Most of the discussion focused on whether in-sequence delivery and duplication can be supported. 6 out of 13 companies thought that SCTP multi-homing ability can be used for in-sequence delivery and duplication. However, some companies were not sure how configuration of this would be handled. 5 out of 13 companies thought that in-sequence and delivery is missing from this solution. 2 out of 13 companies supported the removal of NR PDCP from the protocol of the proposed solution. However, 1 company spoke up in favour of including NR PDCP in the protocol stack as proposed. No company reported major gaps in the proposed solution. 
Observation 3: For solution 1a, while there were no major gaps found in the solution, some details may need to be discussed and decided if this solution is selected. 

Q4: Is Solution 1a forward compatible to other MR/NR DC architecture options with FR1-FR2 DC? If so, briefly state any additional impact.
	Company
	Comments

	INTEL
	[bookmark: OLE_LINK5]We do not see why this would not work for FR1-FR2 DC. We would like to hear other views on this.

	KDDI
	Same view as Intel. We also would like to hear other views on this.

	Nokia
	There would an additional impact to 38.423, similar to the one on 36.423, but in general the solution seems applicable to NR DC. 
We assume the intention is to use gNB on FR1 with no IAB Donor capability, otherwise we could reuse the same stack on FR1 and FR2, i.e. provide F1AP/SCTP/IP within BAP.

	QC
	We agree with the assessment by the prior companies.

	LG
	In case of NE-DC, there is no SRB3 for LTE link. If needed, this may be considered later.

	NEC
	By now the solution looks fine. 

	ZTE
	We share the same view as Intel. In our opinion, this solution can be workable for FR1-FR2 DC.

	Samsung 
	FR1-FR2 DC means NRDC ? if so, we need to be careful since this NRDC in this email discussion context has clearly distinctive two nodes (MN and SN). Now we are also discussing to have DC concept to accommodate multi connectivity where single donor CU is used as dual connection. Anyhow, if two distinctive nodes are used and SN is only IAB donor node, then basically this solution could be used. But as LG said, some MRDC type could have different aspects.

	Ericsson
	We don’t see any issue here.

	Sequans
	This is partly an adhoc solution for ENDC since even new messages are introduced on LTE. From companies comments the details are not clear (especially related to Q2) so this really depends on what would be the final solution.  

	AT&T
	We don’t see any issues with forward compatibility with FR1-FR2 DC. Some corresponding changes would be needed for 38.423, but they would be small and with limited impact. To provide some clarification on Samsung’s question, if we keep the same principle as in this proposed EN-DC solution (i.e. carrying F1AP via the FR1 link), the corresponding NR DC solution would carry the F1AP via the FR1 NR link, where the NR FR1 gNB is the MN and the NR FR2 gNB is the SN. Also, the assumption is that the NR FR1 MN is not an IAB donor (meaning it cannot relay user plane data). 

	Futurewei
	In general, we tend to agree with the comment from Sequans. We see this as an adhoc solution, specifically tailored to ENDC. Our understanding from discussions with the rapporteur of the e-mail discussion, is that this proposal was devised specifically because ENDC does not support the concept of a split SRB that terminates on the SN.
As such, there does not appear to be a reason to extend this solution to NRDC , or other MRDC options. In fact for NRDC, we assume that BAP could be supported for both MN and SN, and hence it is not clear if this solution would be useful or needed.

	ITRI
	We share the same view as Nokia.



Summary:
13 companies responded to this question. 9 out of 13 companies do not see any forward compatibility issues with this solution. 3 out of 13 companies commented on the need to enhance 38.423 to make this solution applicable to NR DC. 2 companies think this is an ad-hoc solution. 
Observation 4: For solution 1a, a majority of companies do not see any major forward compatibility issues with extending the solution to FR1-FR2 NR DC. 

Solution 1b: F1AP interface transported directly in X2-C container
This solution was proposed in the offline discussion as a variation of Solution 1a. Rather than tunneling the F1AP stack via the MT’s NR RRC, this solution proposes to directly transport the F1AP stack in an RRC container over the X2-C interface. In this solution, since the F1AP signaling is directly sent to the LTE MeNB via X2-C, the LTE eNB needs to be aware that it is transporting F1AP signaling to the MT. The following specification changes are expected for this solution:
· LTE RRC (36.331):
· Define new DLF1APInformationTransferMRDC message to transfer F1AP message from the LTE eNB to IAB-MT. 
· Define new ULF1APInformationTransferMRDC message to transfer F1AP message from IAB-MT to LTE eNB. 
· Minor text addition for description and usage.
· X2AP (36.423): 
· New IE in RRC TRANSFER message for an F1AP container to carry the F1AP packet.

Also, as with Solution 1a, there may be a need to provide some configuration to the MT from the CU to indicate whether the MT should use the LTE RRC path or the BAP layer path via NR IAB to send uplink F1AP messages. Again, as with Solution 1a, more discussion may be needed to identify an entity on the MT that would be responsible to receive this configuration for NR/LTE selection and enforce it.

Q5: At a high level is there anything major missing from the above list of impacts for Solution 1b? If so, please explain. In addition to specification impacts, also comment on any potential implementation impacts.
	Company
	Comments

	INTEL
	Same comment as for Q3

	KDDI
	No major missing is found.

	Nokia
	Using RRC Transfer procedure for carrying non-RRC traffic seems odd, so we think a new procedure and message would have to be defined in 36.423 in this option making it more impactful than mentioned above.

	LG
	No major missing is found.

	NEC
	No major missing is found.

	Huawei
	We are not sure if all kinds of F1AP message size can be accommodated in the RRC message. This comment applies to both solution 1a, 1b.
If the solution 1b feasibility is confirmed by RAN3, it seems simpler than solution 1a. But the change to TS 36.423 by adding a new message has larger impacts than solution 1a.

	ZTE
	No major missing

	Ericsson
	It was not completely clear if this solution was similar to that of solution 1a except that we use new transfer function of the F1-AP message via X2 rather than encapsulating it over RRC and using RRC transfer function (specifically, not clear if we were transferring the whole F1-AP/SCTP/IP, or just the F1-AP)

	Sequans
	If it’s really about transporting F1-AP and not the whole F1 stack, SA3 need to be consulted about any potential security issue.

	AT&T
	We agree with comments from Nokia. Our assessment is also that this solution would have a greater impact to 36 series specifications compared to solution 1a. To respond to Ericsson’s question, just as with solution 1a, the intention for this solution is also to transfer the whole F1-AP/SCTP/IP stack. 

	Futurewei
	We agree with Huawei that if this approach is technically feasible, it would seem to be simpler than solution 1a. At least it does not introduce any new architectures that need to be discussed. 
However, some details would need to be worked out. For example, we have not seen specifically how the protocol stack would work. As mentioned above by Ericsson, is that intent to encapsulate F1-AP/SCTP/IP, or just the F1-AP. If it is the former, than SCTP multihoming could be used. However, the same questions and comments from questions 2 & 3 would still apply.
We also agree with Nokia’s observation that would probably not be appropriate to reuse the RRC Transfer procedure in 36.423, for non-RRC payloads. Therefore, it seems that a new procedure and message may need to be defined in 36.423. However, as pointed out in the response to Q1, the current RRC Transfer procedure on 36.423 would anyway not support solution 1a, without potentially significant modifications and additions. As such, introducing a new procedure if warranted, may not be significantly more work.

	ITRI
	For an IAB node, is there a possibility that F1AP have binding with NR RRC and LTE RRC simultaneously? If so, there may be a need to specify the behavior of an IAB node for the interaction of LTE RRC, NR RRC and the F1AP stack. 



Summary:
12 companies responded to this question. Since this solution is very similar to solution 1a, except for how the F1AP packet is carried over the X2AP interface, some of the issues discussed during discussion of solution 1a also apply to solution 1b. For example, the discussion related to configuration of IAB node to use a selected path, and the discussion related to in-sequence delivery and duplication equally apply to solution 1b. However, in terms of the unique aspects of solution 1b, 5 out of 13 companies commented that solution 1b would have greater impact to LTE specifications than solution 1a. 
Observation 5: While solution 1b is similar to solution 1a is many aspects, some companies think that solution 1b may have greater impact to LTE specifications compared to solution 1a. 

Q6: Is Solution 1b forward compatible to other MR/NR DC architecture options with FR1-FR2 DC? If so, briefly state any additional impact.
	Company
	Comments

	INTEL
	Same comment as for Q4

	KDDI
	Same comment as for Q4

	Nokia
	For NR-DC, there would be additionally impact to NR RRC and to 38.423, but in general the solution seems applicable to NR DC.

	LG
	Same comment as for Q4

	NEC
	Same comment as for Q4

	ZTE
	Same comment as for Q4

	Sequans
	This seems a complete adhoc solution with new messages/containers to transfer F1-C over LTE Uu/X2.
It’s forward compatible as any similar adhoc solution can be defined for new architectures (not our preference though).

	AT&T
	Same comments as for Q4

	Futurewei
	It seems a more likely candidate than solution 1a to be extended to other MRDC scenarios. As mentioned by Nokia above, this would likely involve analogous changes to 38.331 and 38.432.

	ITRI
	We think solution 1b would work for F1-F2 DC.



Summary:
10 companies responded to this question. Most companies commented that from a forward compatibility perspective solution 1b is similar to solution 1a. 
Observation 6: For solution 1b, a majority of companies do not see any major forward compatibility issues with extending the solution to FR1-FR2 NR DC. 

Solution 1c: F1AP interface transported using split SRB3
This solution was identified by multiple companies during offline discussions at RAN2#107. In this solution the F1AP stack (F1AP/DTLS/SCTP/IP), is proposed to be carried by a split SRB3 bearer. Note that currently split SRB is only allowed for SRB1 and SRB2. This solution proposes to extend the split SRB functionality to SRB3. One advantage of this solution is that it naturally reuses mechanisms already designed in the specifications for split SRBs. Furthermore, it also avoids the issue faced by Solutions 1a and 1b regarding configuration of which path to use for F1AP signalling. The split SRB framework naturally allows the transmitting NR PDCP-C entity to send F1AP packets on either path, while the receiving PDCP-C entity can naturally handle duplicate discarding. The following solution impacts are identified:
· NR RRC (38.331)
· Add new information element to existing DLInformationTransfer and ULInformationTransfer messages to carry F1AP messages for DL and UL respectively.
· Minor text addition for description and to indicate split SRB support for SRB3. 
· LTE RRC (36.331):
· Minor text addition to indicate split SRB support for SRB3, and usage of Value 3 for SRB3 in srb-Identity field.
· X2AP (36.423): 
· Minor text change to indicate split SRB support for SRB3
· Multi-connectivity (37.340): 
· Minor text change to indicate split SRB support for SRB3

Q7: At a high level is there anything major missing from the above list of impacts for Solution 1c? If so, please explain. In addition to specification impacts, also comment on any potential implementation impacts.
	Company
	Comments

	INTEL
	This is the only solution that provides in-sequence and duplication detection. 
In our understanding NR RRC has to be involved to transport F1AP traffic because SRB3 is for NR RRC between SgNB and MT, and SRB3 PDCP cannot tell which PDU is for NR RRC or for F1AP traffics. But if NR PDCP can be enhanced for such distinction in PDU-level, then F1AP traffics can be directly mapped onto SRB3 without adding new IE for transporting F1AP traffics in NR RRC. 
Or, we can simply define a new SRB type that can be used exclusively for F1AP traffics. No need to involve NR RRC. 

	KDDI
	If RAN2 adopt split SRB solution, then we prefer to use SRB1/2 or a new SRB rather than using current SRB3. We assume the basic design for this as below.
Option1
· MN is a LTE gNB providing LTE air interface.
· SN is a NR gNB providing NR air interface.
· Split SRB is configured by a LTE eNB.
Option2
· MN is a NR gNB providing NR air interface.
· SN is a LTE gNB providing LTE air interface.
· Split SRB is configured by a NR gNB.


	Nokia
	In addition to what is mentioned:
· In 36.331, LTE RLC/MAC configurations (possibly also default ones) for split SRB3, handling (establishment, re-establishment, release) of the SRB3’s LTE-RLC entity in procedures
· In 36.423, extension for RRC TRANSFER message to indicate “SRB type” as SRB3.
X2AP (36.423) would need to introduce signaling for MeNB to know whether to configure RLC/MAC for SRB3 on its own air interface (part of SgNB Addition procedure)

	QC
	If we used split SRB3 it should also be possible to send F1-C over the SRB3 branch on NR. However, we do not want to send F1-C over SRB3 over NR. Therefore, this is not split SRB3.

	LG
	We think that in-sequence delivery is not a problem for all solutions, i.e., solution 1a/1b/1c, as long as SCTP is placed just below F1AP layer. Our concern is that split SRB3 is a new feature and this may require considerable RRC specification impact with a lot of standardization work. As we know, there are still lots of basic functionalities to be determined by RAN2. We don’t want to spend too much time for this optimization issue. 

	NEC
	Agree with QC that SRB3 is not a preferred option. 

	Huawei
	Using split SRB3 is a huge impact to the whole NR design principle. Even if it is agreed, F1AP over split SRB3 means a new CP protocol stack architecture, i.e. F1AP transported over RRC layer in both NR link and LTE link. This is conflict with our agreed CP architecture. It also mean F1-C and F1-U have different protocol architecture. It is not recommended to change the protocol stack at this last stage, just for the enhancement of F1AP over LTE.
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	ZTE
	Introducing split SRB3 would impose a lot of specification impacts. Besides, we do not see any obvious advantage to using split SRB3 to deliver F1AP message.

	Samsung 
	This solution is the only solution for in-sequence delivery and duplicate detection as Intel commented. In our thought, this solution has minimum impact compared to the other solution alternatives. Regarding possibly huge RRC impact commented by LG and partially Huawei comments, current LTE RRC signaling structure allows the MCG RLC bearer addition/configuration to the given srb, which means split srb can be easily made, and related PDCP, RLC leg configuration is possible. In this case, it seems no need to make new specification effort. 
BTW, in addition to Nokia comment, there need to be some clarification or addition to mark the srb id of 3 in inter-node signaling for indicating split srb3 requested/admitted. But I think this seems not significant change. 
Split SRB solution already has flexibility to use PDCP to configure the path switch for UL traffic, so there is no big effort on how to configure the UL path which are the cases for the other solution family.

	Ericsson
	Agree with the comments above that split SRB3 will have major standardization impacts and thus not a preferred solution. Also, as we have commented above, if the whole F1-AP stack is encapsulated (F1-AP/SCTP/IP), then SCTP will take care of any in-sequence delivery and duplicate detection. 

	Sequans
	If split SRB3 is supported for F1-C, then it means SRB3 is also used for the direct link.
If companies are attached to existing control protocol stack over NR backhaul, then only the LTE path of split SRB3 should be introduced. I.e. we should introduce a SRB3bis which is a SRB between NR RRC entities at CU and MT, but via LTE. That would be equivalent to solutions 1a and 1b but using a generic mechanism and not adhoc messages.

	AT&T
	Split SRB3 is currently not specified, so this solution is contingent upon RAN2 agreeing to specify split SRB3, which may be a decision that would have to be taken in a context broader than just the IAB feature. So, we see some uncertainty in taking this approach. Secondly, we agree with concerns raised by QC and Huawei regarding the NR leg for the split SRB3 solution. Per current agreed IAB architecture, F1AP is not delivered via NR RRC of the MT. So, using a split SRB3-based solution for delivery of F1AP may result in a significant deviation from agreed control plane architecture for IAB.

	Futurewei
	Agree with comments from Samsung and Nokia regarding specification impacts:
· Updates to 36.331 would be needed for the configuration and handling of split-SRB3 on LTE. As mentioned by Nokia, impacts could be minimized if configurations limited to default values for Rel. 16
· Some extension would be needed to RRC Transfer message and procedure in 36.423. However, these seem almost trivial.
· Our understanding is that per current procedures, split SRB is only supported from MN, and not from SN. A procedure to initiate and configure split SRB terminated at SN would need to be introduced to 36.423.
In general, implementing split-SRB is well understood in 3GPP WGs, and has already been addressed for SRBs 1 and 2. Therefore, we agree with Samsung in that it is likely to be the most straight forward in terms of specification effort, and least likely to lead to last minute “gotchas” that we not considered. Furthermore, it would automatically inherit all functionality of existing split SRB solutions, such as configuration, UL path selection, packet duplication, etc.
We also agree with the observation from Intel, that this solution does not necessarily require support of split-SRB3. Rather a new SRB could also be defined to carry F1AP messages direction, without reusing SRB3. The only requirements is that the split-SRB would need to be terminated on the SN, rather than the MN. However, we are not sure if there is any clear advantage to defining a new split-SRB, compared to encapsulating in SRB3.
We don’t agree with KDDI about the preference for using SRB1/2 rather than SRB3. Our understanding is that neither SRB1 or SRB2 would work for ENDC, as SRB1/2 by definition should terminate on the MN. Furthermore, for ENDC the LTE eNB must be the MN. Therefore, unfortunately it seems that neither split-SRB1 or split-SRB2 would be an option for ENDC.
The major concern regarding split-SRB3 seems to be the architectural concern raised by Huawei and echoed by Ericsson above. The concern is the assumption that SCTP and IP would be encapsulated by NR RRC/NR PDCP. We agree that this would indeed be problematic. However, our understanding of the protocol stack is a little bit different. 
In our understanding, SCTP/IP is actually needed for bearer mapping to the BH RLC channel at the donor DU, but would not be required by the LTE eNB. Furthermore, it is not clear that BH bearer mapping would work as we have been discussing, if SCTP/IP are potentially hidden from the donor DU by additional layers. Rather our assumption is that for a split SRB approach to work, F1AP would first be encapsulated by the split SRB (possibly via RRC). Then transport towards the IAB donor DU and BH path would be using the SCTP/IP stack, as already agreed. Towards the LTE eNB the split SRB would be transported via X2, and then the LTE L2 and PHY. The X2 interface would have its own transport utilizing an SCTP/IP stack, independent of that used for the donor DU and backhaul interface. In this context, we see that the LTE eNB appears as a single hop connection between the IAB node MT, and the donor CU (essentially it has the role of the donor DU on the NR side, but without support for BH or multihop transport).

	ITRI
	We don’t prefer split SRB3 for the complexity and the sepc impacts. 
In case the majority agree to support solution 1c, it is proposed to limit the usage of split SRB3 for F1AP transmission only.



Summary:
14 companies responded to this question. 8 out of 14 companies responded that a split SRB3 solution is not preferred because it may have a high specification impact and/or may have some complications. An additional 3 companies preferred to either define a new SRB or define a different variation of SRB3. 2 companies favoured the use of split SRB3 solution. 3 companies commented on the ability of split SRB3 solution to provide in-sequence delivery and duplication.
Observation 7: A majority of companies responding to the email discussion prefer not to use the split SRB3 based solution 1c. 

Q8: Is Solution 1c forward compatible to other MR/NR DC architecture options with FR1-FR2 DC? If so, briefly state any additional impact.
	Company
	Comments

	INTEL
	Same comment as for Q4

	KDDI
	Same comment as for Q4

	Nokia
	The solution seems could be applicable to NR DC, but additionally there would be an impact on 38.423. 

	LG
	Same comment as for Q4

	NEC
	Same comment as for Q4

	Samsung 
	This is applicable. 

	Sequans
	Seems no specific issue

	Futurewei
	Agree with Nokia. Some changes would need to be made to 38.432 for this approach to be applied to NRDC 

	ITRI
	We think solution 1c could be compatible to F1-F2 DC



Summary:
9 companies responded to this question. Comments on forward compatibility were similar to those made for the same question for solutions 1a and 1b. Most companies didn’t see any issues with making solution 1c compatible to FR1-FR2 NR DC. 
Observation 8: For solution 1c, a majority of companies do not see any major forward compatibility issues with extending the solution to FR1-FR2 NR DC. 

Solution Set 2: Based on MT’s user plane
Solution 2a: F1AP interface transported via E1 and over MT’s SN-terminated bearer 
This solution is based on [2], and proposes to tunnel the F1AP stack (F1AP/DSCP/STCP/IP) via the MT’s SN-terminated LTE DRB. This solution tries to reuse the solution for delivering user plane data for an SN-terminated bearer over X2-U to/from a UE via the LTE MeNB. The following potential specification changes were identified during the offline discussion.

· Indication to associate a DRB with F1-C traffic rather than with EPS bearer / S1-U bearer. This is needed whenever establishing the DRB:
· RRC (RRCConnectionReconfiguration) (36.331)
· X2AP (SgNB addition request) (36.423)
· E1AP (Bearer Context Setup Request) (38.463)
· Given that MT’s own traffic is expected to be limited, it is proposed to specify that for a MT, a fixed DRB is used for F1-C, e.g. DRB1, which avoids above changes.
· Corresponding procedural text changes are required.

In case of CU-CP / CU-UP split, we can reuse the S1 GTP-U tunnel configuration for the new tunnel.
· In Bearer Context Setup Request (IE DRB To Setup Item E-UTRAN)
· “S1 UL UP Transport Layer Information” indicates the endpoint for the associated S1-U bearer GTP-U tunnel in SGW (for UL) 
· It can used by CU-CP to indicate the endpoint in the CU-CP for UL F1-C traffic.
· In Bearer Context Setup Response (IE DRB Setup List E-UTRAN)
· “S1 DL UP Transport Layer Information” indicates the endpoint for the associated S1-U bearer GTP tunnel in CU-UP (for DL)
· It can be used by CU-CP to send the DL F1-C traffic.

Q9: At a high level is there anything major missing from the above list of impacts for Solution 2a? If so, please explain. In addition to specification impacts, also comment on any potential implementation impacts.
	Company
	Comments

	INTEL
	There seems no need to consider UP solutions for CP signaling. This is already complicated; impacts E1AP; with more hops over LTE path. 
Also, only using SN-terminated LTE DRB for the MeNB path cannot provide in-sequence or duplication detection. It should be by SN-terminated split bearer. 

	KDDI
	We share the view as Intel.

	Nokia
	We understand that S1-U is not an appropriate interface to be used between CU-UP and CU-CP. The only interface existing between these two nodes currently is E1AP, so we assume there would an impact on E1AP to specify new message type to carry F1AP messages there. GTP-U would not normally be available at the CU-CP.
Since the PDCP to configure for such bearer is NR PDCP, the impacted RRC specifications seems to be 38.331 instead of 36.331.

	QC
	We agree with prior statements that this is not the adequate solutions for C-plane signaling.

	LG
	We agree with no need to consider UP solutions for CP signaling, i.e., using DRB to transport CP signaling. 

	NEC
	We don’t prefer a UP solution for CP signaling, this is not a good idea to use DRB to ensure the QoS and reliability for CP signaling. 

	Huawei
	Currently, EPC provides the QoS information to eNB, and then eNB can indicate SgNB to setup a SCG split bearer. However, in this solution, when SgNB initiates the SCG split bearer, EPC does not know the QoS information for F1AP and can not trigger the eNB to establish the corresponding bearer over LTE link.  
Furthermore, any bearer on Uu interface has a corresponding S1-U bearer towards to EPC in DC case. If F1AP is transported over SCG split bearer, the corresponding S1-U bearer should be discussed. 

	ZTE
	Since F1AP message is control plane signaling, it is more reasonable to use CP solutions. Besides, this solution impose a lot of specification impact.

	Samsung
	We also have the same view with inappropriate way forward to handling CP traffic.

	Ericsson
	This solution requires changes on the E1 interface and also extra latency to send/process the data over the E1 interface. 

	Sequans
	As indicated: “Given that MT’s own traffic is expected to be limited, it is proposed to specify that for a MT, a fixed DRB is used for F1-C, e.g. DRB1, which avoids above changes.”
By agreeing that for a MT, DRB1 is used for F1-C, there is no impact on E1, X2.
@Intel, KDDI: no impact on E1, in-sequence or duplication detection is already provided at SCTP (but split bearer could still be used if ones want, similarly as split SRB3)
@Nokia: no impact on E1. We described how the S1-U tunnel can be reused between CU-CP and CU-UP.
@HW: eNB would trigger the DRB establishment. The solution reuses the DRB part. EPC does not need to be involved, and no S1-U bearer needs to be discussed. 
@Ericsson: no change is needed on E1 interface. No extra latency.

	AT&T
	It is not clear how the CU-CP can reuse the endpoint associated with the S1-U bearer GTP-U tunnel. It seems this may have to be done via a combination of changes to E1 interface and proprietary implementation. This solution also adds one more hop that the F1AP traffic needs to traverse, increasing latency. 

	Futurewei
	In general, we share the view with other companies that commented above. It looks like this solution would require a lot of work from both RAN3 and potentially RAN2.
Sequans has proposed that some simplifications are possible, by assuming a fixed DRB to carry F1-C. However, even with this the standards impacts seem to be significant. As such, we do not prefer this solution.

	ITRI
	We don’t support UP solution for CP signaling. The complexity and the standard impacts of solution 2a are not negligible. For example, associating a DRB with F1-C traffic rather than with EPS bearer requires a special DRB type that the QoS level is not configuration by the CN. Consequently, it may not be able to ensure the QoS of the special DRB.  



Summary:
14 companies responded to this question. 10 out of 14 companies preferred not to consider UP-based solutions for CP traffic. 3 companies thought this solution would have significant specification impact. Several companies commented about other issues related to QoS of bearer carrying F1AP traffic, E1AP impact, and S1-U. 
Observation 9: A majority of companies raise concerns about the use of solution 2a to deliver F1 over LTE.

Q10: Is Solution 2a forward compatible to other MR/NR DC architecture options with FR1-FR2 DC? If so, briefly state any additional impact.
	Company
	Comments

	INTEL
	Same comment as for Q4

	KDDI
	Same comment as for Q4

	Nokia
	The solution seems to be applicable to NR DC as well. In addition to the above, also additional IEs in E1AP and 38.423 would be impacted. 

	LG
	Same comment as for Q4

	NEC
	Same comment as for Q4

	Samsung 
	Same comment as in Q4

	Sequans
	No specific issue.

	Futurewei
	We do not see any specific concerns as to why such a solution could not be applied to NRDC, if indeed it could be made to work for ENDC. However, as we mentioned previously, we think that BAP could be applied to NRDC. Therefore, we don’t see a strong motivation to extend such a solution, even if it could be made to work for ENDC.

	ITRI
	We think solution 2a would also work for NR DC.



Summary:
9 companies responded to this question. Comments on forward compatibility were similar to those made for the same question for solutions 1a, 1b and 1c. Most companies didn’t see any issues with making solution 2a compatible to FR1-FR2 NR DC. 
Observation 10: For solution 2a, a majority of companies do not see any major forward compatibility issues with extending the solution to FR1-FR2 NR DC. 

Solution 2b: F1AP interface transported over-the-top via local PDN gateway at CU-CP
This solution was proposed in the offline discussion as a variation of Solution 2a. Rather than tunneling the F1AP stack via an SN-terminated DRB, this solution proposes to deliver the F1AP stack over-the-top (OTT) to the MT. According to this proposal, the PDN gateway could assign an IP address to the MT, which could be used by SCTP to deliver F1AP traffic. Due to multi-homing feature of SCTP, both paths for delivering F1AP signaling could co-exist simultaneously (i.e. the original path via NR IAB and the new path via PDN gateway through the LTE Enb).
It is not clear if there would be any specification impact of this solution.  Furthermore, allocation of a local gateway may be a deployment/configuration issue.  
Q11: At a high level is there anything major missing from the above list of impacts for Solution 2b? If so, please explain. In addition to specification impacts, also comment on any potential implementation impacts.
	Company
	Comments

	INTEL
	How does F1AP (F1AP/DTLS/SCTP/IP) packet generated by Donor CU reaches to a local PDN gateway? Also, this solution does not provide in-sequence or duplication detection.

	KDDI
	We see no impact on the current specification with this solution. Form the operators’ perspective, we don’t prefer this solution, since almost all functionalities end up with an implementation matter. If RAN2 adopt this solution, we want to have some guidance for implementation/configuration.

	Nokia
	As with Solution 1a, there may be a need to provide some configuration to the MT from the CU to indicate whether the MT should use the LTE path or the BAP layer path via NR IAB to send uplink F1AP messages.
If the intention of this solution is to use P-GW collocated with CU-CP an enhancement for MME to select this particular P-GW would be needed. This may require changes to X2 interface to provide the GW IP address to MeNB, then MeNB to MME.
Alternatively, we could use SIPTO feature, which would allow avoiding any specifications changes.

	QC
	Since we proposed this solution, so we would like to take the opportunity to address the above issues:
- The F1-C packet created by the CU-CP is sent on the wireline network to the MT’s IP address. This works in the same manner as an IP packet can be sent from anywhere to my mobile phone’s (i.e. UE’s) IP address. 
- SCTP in F1-C provides in-sequence and duplication protection.
- Indeed, we would use SIPTO, i.e. with LGW on the MeNB. It is correct that the CU-CP would have to know the MT’s IP address. Since the IAB-node becomes multihomed, SCTP internal signaling is used by the MT to update the CU with tis alternative IP address.
- There may indeed by deployment related issues as pointed out by KDDI. We do not claim that this solution is the best way to go. We solely want to emphasize that there seems to be an off-the-shelf solution that can be used without normative work. 

	LG
	As indicated by KDDI, it seems that the solution 2b could be achieved by implementation and configuration. However, we are not sure this is true and the solution 2b doesn’t impact to current specifications at all for now. 

	NEC
	This solution is a higher level solution, which doesn’t have impact to 3GPP standardization, and it could be done by implementation. But we need more layers to deal with the packet, and the delay may be very high.  

	Huawei
	Based on the analyses from rapporteur and above companies, it seems this solution can be purely implementation. If so, it seems F1AP over LTE can be implementation without any specification impact.

	ZTE
	Same view as Huawei.

	Samsung 
	We also have the same view with Huawei.

	Ericsson
	Same view as the other companies above that this can be done via implementation.

	Sequans
	Same view as Ericsson

	AT&T
	While this solution could be supported purely via implementation, we agree with KDDI that this is not a preferable solution. From an implementation perspective, this solution adds a burden on the operator to deploy an additional component (gateway) at the CU-CP, which otherwise would not have been deployed. So, this solution introduces additional cost and complexity at the CU-CP site, including the need for additional testing.

	Futurewei
	We are not positive if this can be done via implementation only. It seems that it might have similar issues related to configuration of SCTP multihoming as solutions 1a and 1b.
In general, there seems to be nothing specifically within the scope of RAN2 with this solution. We think that if RAN3 has time, them may discuss this approach to see if they believe it can be realized via implementation only.

	ITRI
	In solution 2b the configuration (e.g., the value range of IP address that can be assigned to MT) and the operation of local P-GW are not in RAN2 scope. RAN2 only needs to know the association of EPS bearer for transmitting F1AP traffic. However, IAB DU BAP entity needs to comply with the configuration provided by F1AP signaling. There may need some inter working groups cooperation e.g., to confirm the validity of a configuration. 



Summary:
14 companies responded to this question. 9 out of 14 companies thought this solution could be achieved by implementation. However, both operators responding to this question preferred not to deploy an implementation-based solution. 2 companies commented that there could be deployments related issues. Some companies were not convinced that this can be done by implementation only. One company suggested use of SIPTO feature instead of solution 2b. 
Observation 11: Majority of companies think that solution 2b can be achieved by implementation. Some companies indicate the need for at least some configuration. Operators prefer not to use this solution. 

Q12: Is Solution 2b forward compatible to other MR/NR DC architecture options with FR1-FR2 DC? If so, briefly state any additional impact.
	Company
	Comments

	INTEL
	Same comment as for Q4

	KDDI
	Same comment as for Q4

	Nokia
	Since this solution uses P-GW, which is part of EPC, it cannot be directly reused for NR DC. On the other hand, we could use local UPF in the Donor CU and the effect would be similar.

	QC
	We can use the same approach for FR1-FR2 as pointed out by Nokia. We’d like to stress that SIPTO-equivalent solution (i.e. support of LOCAL UPF) is not yet supported in 5G. We heard that this is in discussion for Rel-17. However, if NR-DC is available, we could also use FR2-FR2 redundancy.

	LG
	Same comment as for Q4

	NEC
	Same comment as for Q4

	Samsung 
	Same as Q4

	Sequans
	No specific issue

	Futurewei
	The architecture of this solution seems unnecessarily convoluted for NRDC. We would prefer to simply reuse BAP for NRDC, rather than introducing a solution based on local UPF.

	ITRI
	We share the same view with Nokia.



Summary:
10 companies responded to this question. Most companies did not see any major issues with extending solution 2b to FR1-FR2 NR DC. Some companies commented about the need for a local UPF instead of local PGW. One company commented that local UPF is not yet supported in 5G. 
Observation 12: For solution 2b, a majority of companies do not see any major forward compatibility issues with extending the solution to FR1-FR2 NR DC. 

Solution Convergence
Based on solution details discussed in previous section, this section attempts to converge on a solution considering factors such as specification impact, implementation impact, and forward compatibility. The five considered solutions are again listed below for convenience:
· Solution 1a: F1AP interface transported over MT’s RRC
· Solution 1b: F1AP interface transported directly in X2-C container
· Solution 1c: F1AP interface transported using split SRB3
· Solution 2a: F1AP interface transported via E1 and over MT’s SN-terminated bearer
· Solution 2b: F1AP interface transported over-the-top via local PDN gateway at CU-CP

Q13: Based on an overall consideration, which may include specification impact, implementation impact, and forward compatibility, please indicate a preference for specifying one of the five above listed solutions.
	Company
	Preference
	Comments

	INTEL
	1C, with some enhancements
	As commented in Q7, NR RRC doesn’t have to be involved if NR PDCP can be enhanced to distinguish which PDCP PDU is for NR RRC message and which is for F1AP traffics. Or, new SRB type can be defined which can be used exclusively to transport F1AP traffics.
Moreover, originally, F1AP traffic is simply routed over multi-hop NR IAB links via IP layer. But now due to SRB3, it becomes quite complicated: e.g. in DL, F1AP traffic -> SRB3 PDCP PDU -> again F1AP (RRC TRANSFER to parent IAB-DU) -> IAB-MT’s SRB3 PDCP -> IAB-DU. Maybe this can be further enhanced if PDCP PDU is encapsulated by IP layer again, with appropriate DSCP/Flow Label setting, so that the receiving IP entity at IAB-DU can direct IP payload (PDCP PDU) to SRB3 PDCP. Then, the original advantage can be embraced. 

	KDDI
	1a, 1b, 1c
	We prefer 1a and 1b, 1c. As to 1c, we want to have further discussion for detailed design before the final decision.

	Nokia
	We think this is an optimization and we are not entirely convinced about the gains, but among the proposed options we think Solution 1a makes most sense
	We think F1AP signaling over LTE leg is just a nice to have optimization and we are not entirely convinced about the gains for fixed IAB networks.
If we were to choose, out of the proposed options, we find Solution 1a most attractive. Solution 1a reuses the to a large extent the features which are already available for EN-DC in Rel-15 and could be easily portable to NR-DC. However, its impact on specifications and implementation is non-negligible while there is still a lot of work to be done for basic IAB functionality.
Solution 2b is the alternative which has the advantage of no/very limited impact to specifications depending on the exact approach which is chosen, but its implementation in the network may be more challenging. It would be our second preference. 

	QC
	1a, 2b
	We would like to rule out 1b, 1c and 2a. 
Solution 1a would work by using SCTP as controlling entity for redundant connectivity.
We tend to agree with Nokia that this is an optimization and therefore has not highest priority. On the other hand, we do a lot of optimizations for IAB in RAN2 (e.g. preemptive BSR, RLF indication, etc).
We proposed 2b as a compromise that provides some benefit without any normative work. We would like to hear from operators to what extend such alternative would be acceptable.

	LG
	1a
	We don’t want to have functional change and UP solutions for this optimization issue and want to use current mechanism as much as possible. Thus, we prefer solution 1a among solution set 1. 

	NEC
	1a
	It can be identified that 1a is the most simple solution and requires least spec impact to the legacy signaling.  For the other solutions, we don’t see clear benefits. 

	Huawei
	None, or 2b as implementation
	To us, none of the solutions can solve all the issues. If we are going to converge to solution 1a, the configuration and operations at MT to switch between NR link and LTE link in Q2 has to be specified. 
It seems some solutions, e.g. solution 2b, can be NW implementation to transmit F1 over LTE. Then, our proposal is to allow F1AP over LTE link by implementation.
Some general concerns to the solution set 1 (1a/b/c):
1) The F1AP stack (F1AP/DTLS/SCTP/IP) includes the SCTP heart beat packets, which is the relative frequent signaling. F1AP stack over RRC would cause the very frequent RRC signaling, which is supposed to be static signaling in principle. 
2) These solutions change the CP stack architecture agreed in this WI. It is actually to introduce the CP stack of F1AP over RRC layer, which has been excluded in previous meetings.
3) In the above design, the F1AP messages with different SRB types can only be transferred on the same SRB on LTE RRC, since the DLInformationTransfer is only via SRB1/2. In odder to support the bearer mapping for F1-C, separate/multiple SRBs should be defined for the multiple new DLInformationTransfer messages transmitting the F1AP.  

	ZTE
	1a, 1b
	[bookmark: OLE_LINK9]As we know, X2AP RRC transfer message is not used for DL RRC message transfer in current specification. And currently there is no LTE RRC message defined for DL NR RRC message transfer. As a result, X2AP RRC transfer message and DL LTE RRC message needs to be enhanced for the delivery of IAB node MT’s DL RRC message between IAB node and IAB donor via MeNB. Considering the existing LTE RRC message and X2AP message should be enhanced for the delivery of IAB node MT’s DL NR RRC message, on this basis, solution 1a only needs NR RRC message to be enhanced for the transfer of F1AP message and minor modification to 36.423, while solution 1b needs LTE RRC message and X2AP message to be enhanced for the transfer of F1AP message. 
In a sum, solution 1a and 1b are both workable, but from specification impacts perspective, 1a is better than 1b.

	Samsung 
	1c 
	Specification impact point of view, we think 1c has the minimal impact. And there is useful function to configure the UL path. But if there is concerns on this option, obviously we need to discuss the possible risk. 

	Ericsson
	1a or 2b
	We don’t think this is an essential feature and rather an optimization. However, if we agree to have a solution, we support 1a for the CP based solution and 2b for the user plane based solution. 

	Sequans
	2a
Or 
“1a bis” = SRB3bis = SRB3 via eNB = 1a but transporting PDCP-C which embeds the NR RRC message.
	2a is our preference, as it reuses existing DRB procedures and doesn’t need actual interface modifications.
1a introduces a generic way to transfer NR RRC messages between UE and CU through eNB. The proper way to do that would be to define a corresponding SRB, e.g. SRB3bis (SRB3 via eNB, i.e. with PDCP-C packets transported in SRB1)
That would be future proof as it could enable new use cases in the future.
1a new way to transfer NR RRC messages is only useful for some traffic like F1C which has SCTP and handles duplication/out-of-order etc. But it is again a new adhoc way to transfer NR RRC messages (extending the adhoc containers already added in Rel-15 for a few message).
So if 1a is preferred, it should be considered to instead define a new NR SRB (SRB3bis) (by transporting PDCP-C and just not NR RRC messages), so that it can be reused as a full fledge SRB in the future (see also our comments on 1a).

	AT&T
	1a
	Amongst CP-based solutions, solution 1a seems to have the smallest specification impact, as acknowledged by many companies. We think UP-based solutions are not suitable for transporting F1AP messages. 

	Futurewei
	Consider 1c or 1b for future enhancements

	We agree with the comments from Nokia, QCM, and others in that we do not see this issue as having high priority, given the work yet to be completed in the Rel. 16 IAB WI. Therefore, we would be fine to postpone standardizing a solution to be considered for further enhancements in a future release. This would be more prudent, as it would allow sufficient time to fully study the possible options, and pick the best solution, rather than rushing to standardize one of these proposals in the very short time we have left to conclude Rel. 16.
We propose that RAN3 can evaluate 2b. If they conclude that this can indeed be a realized via implementation only, then we may not need to discuss further about standardizing any solution for Rel. 16
Beyond this, if the consensus is that there is a need to standardize a solution, either in Rel. 16 or a future release, then based on the current analysis of the specification impact and other considerations, our preference would be as follows:
1c with the assumptions we mentioned above regarding the protocol stack would be our first preference, as we think the specification impacts would likely be minimal
1b is also an option, but we think the potential interactions between RAN and SCTP multihoming would need to be resolved before agreeing to proceed
We do not see a need to consider 1a any further, as we believe 1b is essentially equivalent to 1a, but simpler from a specification impact point of view.
We would prefer to exclude 2a from further discussion, as it appears to involve both architectural changes, and touch more interfaces than any of the other proposals

	ITRI
	1a
	Considering standard impact, solution 1a reuses current mechanism with backward compatibility. We prefer solution 1a.



Summary:
14 companies responded to this question. Some companies indicated a preference for more than one solution while some companies indicated that the proposed functionality was an optimization. Therefore, based on the company responses and comments the results are analysed in a few different ways to help draw the most reasonable conclusions.
Control Plane Solutions:
	Solution or Variant of Solution
	Supporting Companies
	No. of Companies

	Solution 1a
	AT&T, Ericsson, ITRI, KDDI, LG, NEC, Nokia, QC, Sequans, ZTE
	10

	Solution 1b
	Futurewei, KDDI, ZTE
	3

	Solution 1c
	Futurewei, Intel, KDDI, Samsung
	4



From the 13 companies that indicated a preference for at least one control plane solution 10 companies indicated a preference for solution 1a or variant of solution 1a. As compared to that solution 1b received support from 3 companies and solution 1c received support from 4 companies.
Observation 13: Amongst control plane solutions, there is a clear preference for solution 1a or variant of solution 1a, with many companies indicating that this is the control plane solution with least specification impact.  
User Plane Solutions:
	Solution or Variant of Solution
	Supporting Companies
	No. of Companies

	Solution 2a
	Sequans
	1

	Solution 2b
	Ericsson, Huawei, Nokia, QC
	4



From the 5 companies that indicated a preference for at least one user plane solution, 4 companies preferred solution 2b and 1 company preferred solution 2a. 
Observation 14: Amongst user plane solutions, there is a clear preference for solution 2b. 

Control Plane vs. User Plane:
	Solution Category
	Supporting Companies
	No. of Companies

	Control Plane 
	AT&T, Ericsson, Futurewei, Intel, ITRI, KDDI, LG, NEC, Nokia, QC, Samsung, Sequans, ZTE
	13

	User Plane
	Ericsson, Huawei, Nokia, QC, Sequans
	5



From the 14 companies that responded, 13 companies indicated a preference for at least one control plane solution, and 5 companies indicated a preference for a user plane solution.
Observation 15: There is a clear preference for a control-plane based solution.

Considering the above observations, the following proposals are offered for consideration.
Proposal 1: Based on majority company responses, the control-plane based solution 1a should be used for F1 over LTE.
Proposal 2: If proposal 1 is agreed, RAN2 should send LS to RAN3 to finalize details of X2AP changes. 
Proposal 3: If proposal 1 is agreed, RAN2 should discuss any necessary remaining details of solution 1a and finalize changes to NR RRC and LTE RRC. 



Summary
Solution Details and Impact
Solution 1a:
Observation 1: For solution 1a, a large majority of companies prefer to define a new IE/container in X2AP specs. Since it’s an X2AP issue, majority of companies think that should be discussed/decided by RAN3.
Observation 2: For solution 1a, a majority of companies indicate the need to configure the IAB node to use either the LTE path via NR RRC or the NR IAB path via BAP layer.
Observation 3: For solution 1a, while there were no major gaps found in the solution, some details may need to be discussed and decided if this solution is selected. 
Observation 4: For solution 1a, a majority of companies do not see any major forward compatibility issues with extending the solution to FR1-FR2 NR DC. 
Solution 1b:
Observation 5: While solution 1b is similar to solution 1a is many aspects, some companies think that solution 1b may have greater impact to LTE specifications compared to solution 1a. 
Observation 6: For solution 1b, a majority of companies do not see any major forward compatibility issues with extending the solution to FR1-FR2 NR DC. 
Solution 1c:
Observation 7: A majority of companies responding to the email discussion prefer not to use the split SRB3 based solution 1c. 
Observation 8: For solution 1c, a majority of companies do not see any major forward compatibility issues with extending the solution to FR1-FR2 NR DC. 
Solution 2a:
Observation 9: A majority of companies raise concerns about the use of solution 2a to deliver F1 over LTE.
Observation 10: For solution 2a, a majority of companies do not see any major forward compatibility issues with extending the solution to FR1-FR2 NR DC. 
Solution 2b:
Observation 11: Majority of companies think that solution 2b can be achieved by implementation. Some companies indicate the need for at least some configuration. Operators prefer not to use this solution. 
Observation 12: For solution 2b, a majority of companies do not see any major forward compatibility issues with extending the solution to FR1-FR2 NR DC. 




Solution Convergence
Observation 13: Amongst control plane solutions, there is a clear preference for solution 1a or variant of solution 1a, with many companies indicating that this is the control plane solution with least specification impact.  
Observation 14: Amongst user plane solutions, there is a clear preference for solution 2b. 
Observation 15: There is a clear preference for a control-plane based solution.

Proposals
Proposal 1: Based on majority company responses, the control-plane based solution 1a should be used for F1 over LTE.
Proposal 2: If proposal 1 is agreed, RAN2 should send LS to RAN3 to finalize details of X2AP changes. 
Proposal 3: If proposal 1 is agreed, RAN2 should discuss any necessary remaining details of solution 1a and finalize changes to NR RRC and LTE RRC. 

Reference
1. R2-1910773, Delivery of control plane signaling to IAB nodes via LTE MeNB in NSA deployment, AT&T, KDDI, Verizon, KT.
1. R2-1911387, IAB with NSA operation, Sequans Communications


28/28
image1.emf
IP

NR RRC

LTE RRC

LTE L2

LTE L1

BAP

NR RLC

NR MAC

NR PHY

MT

DTLS/SCTP

F1AP


image2.emf
CU-CP

IAB-donor

IAB-node LTE MeNB

DU MT

F1AP

F1AP

IP

IP

SCTP SCTP

NR RRC

NR RRC

LTE PDCP

LTE RRC

LTE MAC

LTE RLC

LTE PHY

LTE PDCP

LTE RRC

LTE MAC

LTE RLC

LTE PHY

X2AP

IP

SCTP

X2AP

IP

SCTP


image3.emf
IP

NR RRC

BAP

NR RLC

NR MAC

NR PHY

MT

DTLS/SCTP

F1AP

LTE RLC

LTE MAC

LTE PHY

NR PDCP


