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Introduction
[bookmark: _Ref462918989]In RAN2#107, the detection of consistent LBT failure was discussed, and several agreements were reached as follows.
L2 LBT failure mechanism take into account any LBT failure regardless UL transmission type. 
The UL LBT failure mechanism will have the same recovery mechanism for all failures regardless UL transmission type
UL LBT failures are detected per BWP
The UE will report the occurrence of consistent UL LBT failures on PSCell and SCells. The assumption is to reuse SCell failure reporting for BF

Baseline Mechanism, further enhancements not precluded: 
A “threshold” for the maximum number of LBT failures which triggers the “consistent” LBT failure event will be used. 
Both a timer and a counter are introduced, the counter is reset when timer expires and incremented when UL LBT failure happens
The timer is started/restarted when UL LBT failure occur. 

Further, the Chair noted, “The BFD inspired mechanism seems to be supported by many, but there is also some concerns. For now Agree it as a baseline mechanism to allow further review later, to understand whether further enhancements are needed.”[1]
For brevity, we refer to consistent LBT failure as CLF.
In this contribution, we first consider some properties that a CLF detection mechanism should have, and then provide our views on how the BFD mechanism can be adapted to deal with the CLF scenario. 
[bookmark: _Ref178064866]Discussion
[bookmark: _Ref20842402]Desirable features of a CLF detection mechanism
In this section, we describe a few criteria for a desirable CLF detection mechanism.
Adaptation to uplink traffic profile
The number of transmissions (requiring LBT) made by the UE in a certain period is dependent on network configuration and the UE’s uplink traffic profile. Some transmissions can be aperiodic (e.g., PUSCH transmissions and retransmissions using dynamic grants, and HARQ feedback), and some transmissions can be periodic (e.g., PUSCH transmissions using configured grants and CSI feedback). Consistent LBT failure occurs when the UE is unable to make scheduled transmissions for an extended period because other users occupy the channel. In that sense, it is a property of the channel as seen by the UE, and should be, as far as possible, independent of the UE’s transmission profile.  
Criterion 1: The CLF detection mechanism should be able to adapt and account for the variable number of uplink transmissions attempted by the UE.
Account for both LBT successes and failures
The UE should declare CLF only if the channel is unusable. Therefore, the CLF detection mechanism should factor in both LBT successes and LBT failures.
Criterion 2: The CLF detection mechanism should account for both LBT failures and LBT successes.
Quick detection of CLF
It is also desirable that the CLF detection mechanism is able to detect CLF reasonably quickly, so that the UE (and the network) can take corrective action in a timely manner. Otherwise, the channel may not be available when the UE needs to make uplink transmissions.
Criterion 3: The CLF detection mechanism should be able to detect CLF as quickly as possible.
Robust to occasional LBT successes and failures
Occasionally LBT attempts can be successful even if the channel is otherwise unusable e.g., short transmissions with Type 2 LBT. Similarly, LBT may fail occasionally even if the channel is otherwise usable, and such an event should not trigger CLF. Robustness is particularly important because RAN2 has agreed that the CLF detection mechanism will take into account any LBT failure regardless of UE transmission type.
Criterion 4: The CLF detection mechanism should be robust to occasional LBT failures and successes.
BFD-like CLF detection
In BFD, a timer (beamFailureDetectionTimer) is started/re-started whenever a failure happens (beam failure instance indication from lower layers). In addition, a counter (BFI_COUNTER) is incremented whenever a failure happens. If the timer expires, the counter is set to zero. If the counter exceeds a maximum value          (beamFailureInstanceMaxCount), the UE declares BFD and initiates recovery.
We first describe a baseline CLF detection mechanism based on the BFD mechanism. The baseline mechanism works as follows.
· The MAC starts/restarts the timer whenever an LBT failure occurs
· For each failure, a counter is incremented by 1
· If the counter exceed a threshold, then CLF is declared
· When the timer expires, the counter is reset to 0
We now evaluate the above mechanism against the criteria described in Section 2.1.
Criterion 1: Adaptation to uplink traffic profile
It is easy to see that the BFD-like mechanism does not adapt well to uplink traffic variation. Consider, for example, two UEs (UE A and UE B) in Figure 1 that see the same channel. UE A attempts transmissions more often than UE B does. As a result, UE A will declare CLF even if the channel is actually usable. UE B on the other hand does not declare CLF because its transmissions are spaced apart in time. Note that we are assuming that UEs A and B are configured with similar CLF detection parameters (timer and counter threshold). Even if the network configures these parameters in a dedicated fashion, it is hard for the network to always figure out the uplink transmission profile, and the situation described in Figure 1 is not avoidable.


[bookmark: _Ref20905895]Figure 1: BFD-like mechanism and traffic adaptation
Criterion 2: Account for both LBT successes and failures
The BFD mechanism does not account for LBT successes, only LBT failures. This is not an issue for beam detection, because beam detection is performed on the basis of periodic signals, and so counting beam failures implicitly accounts for beam “successes” as well. 
Since the BFD-link mechanism does not account for LBT successes, but just failures, it is possible that the UE mistakenly declares CLF even if the channel is otherwise usable. Such an event is likely to happen when the UE ends up attempting more often than the network anticipates, as described earlier as well. See Figure 2 for an illustration of this problem. In this example, the UE’s LBT attempts succeed half of the time, yet the UE is forced to declare CLF because the BFD-like mechanism does not account for LBT successes.



[bookmark: _Ref20913810]Figure 2: BFD-like mechanism with a mix of LBT successes and failures, threshold set to 5
Criteria 3: Quick detection of CLF
The use of aperiodic UE transmission to clock the CLF mechanism can lead to unpredictable and delayed CLF detection. The UE may not declare CLF in a timely fashion with the BFD-like mechanism due to the resetting of the counter when the timer expires. See Figure 3 for an illustration of this “false negative” problem. In this example, the UE repeatedly sets the timer to zero without declaring CLF because the number of uplink transmissions is below the threshold (set to 5) configured by the network.



[bookmark: _Ref20991480]Figure 3: Delayed CLF declaration with BFD-like mechanism
Criteria 4: Robust to occasional LBT successes and failures
Since the BFD-like mechanism does not count LBT successes, and uses a counter to count LBT failures, it is in fact resilient to occasional LBT successes and failures.
Based on the above discussion, we posit that the BFD-like mechanism does not satisfy many of the criteria of an ideal CLF mechanism (criteria 1-3), while meeting some criteria (4).
Observation 1: A naïve BFD-like CLF mechanism may not adapt well to variable uplink transmission rate, does not account for LBT successes, and can delay CLF detection. However, the BFD-like mechanism is robust to occasional LBT successes and failures.
Proposals for CLF detection
In this section, we provide our proposals for a CLF detection mechanism. We first describe an approach, which meets all the criteria described in Section 2.1, which we call the window-based CLF mechanism, previously described in an earlier submission [2]. Since RAN2 agreed to use the BFD mechanism as baseline, we also describe an enhanced BFD-like mechanism, which is inspired by our window-based CLF mechanism.
Window-based CLF detection
In this scheme, the network configures the UE with a window parameter (W) and two thresholds (t1 and t2). The UE keeps track of the number of uplink transmission attempts (N_LBT_attempts) and the number of uplink transmission failures due to LBT issues (N_LBT_failures) over the window (W).
The UE declares an LBT problem if the ratio N_LBT_failures/N_LBT_attempts > t1 and N_LBT_attempts > t2.
We observe that the window-based CLF detection scheme meets all the criteria described in Section 2.1. First, by considering the ratio of LBT failures and LBT attempts, the mechanism naturally scales with the uplink transmission rate. The use of the second threshold (t2) ensures that the CLF considers a minimum number of transmission attempts; otherwise, the result could be very noisy. Second, by using a ratio, we are accounting for both LBT successes and failures. Third, this mechanism uses a running window avoiding the edge effects caused by the BFD mechanism where the counter is set to 0 irrespective of its current value. Lastly, this mechanism is also intrinsically robust to occasional LBT successes and failures because it depends on a ratio rather than a single LBT event.
Observation 2: The window-based CLF mechanism adapts well to variable uplink transmission rates, account for both LBT successes and failures, detects CLF in a timely manner, and is robust to occasional LBT successes and failures.
Enhanced BFD-like CLF mechanism
Since the BFD mechanism is well understood and part of the MAC specification, it is tempting to consider an adaptation of the BFD mechanism, which also utilizes the window based approach described above. One such adaptation is as follows.
The enhanced BFD mechanism (eBFD) is based on three parameters, a time window (w), a timer value (T), and a threshold (P). Time is divided into non-overlapping intervals of duration w. In each interval, the UE maintains a ratio of LBT failures to LBT attempts in the corresponding interval (say r). r is set to 0 if there are no transmission attempts during the corresponding time interval.   
The eBFD mechanism works as follows.
· The MAC starts/restarts a timer whenever an LBT failure occurs 
· In every time interval of length w, the UE computes r. The value r is then added to a running variable R.
· If the running variable R exceeds the threshold (P), then CLF is declared
· When the timer expires, the running variable R is reset to 0
The eBFD mechanism has several desirable properties over the naïve BFD mechanism though it does not perform as well as the window based CLF mechanism. By computing a ratio in each time-interval, some limited adaptation to variable uplink traffic rate is possible since multiple closely spaced LBT attempts will not cause the running variable to increase rapidly (as would be the case with a counter based approach)The eBFD mechanism also accounts for both LBT successes and LBT failures, and is robust to occasional LBT successes and failures. However, like the naïve BFD mechanism it can result in delayed CLF detection because the running variable R is reset at timer expiry irrespective of its current value. We also note that the eBFD mechanism maybe simpler to implement than the window based scheme, because it does not require time-stamping LBT attempts which may be needed with the window based scheme.
Observation 3: The enhanced BFD mechanism for CLF, while not ideal, is more desirable than the naïve BFD-like mechanism.
Based on observations 2 and 3, we propose the following.
Proposal 1: The window-based mechanism is adopted for CLF detection. If this is not acceptable, then the enhanced BFD like mechanism is adopted.
Conclusions
In this paper, we consider the problem of consistent LBT failure detection. We summarize our observations and proposal below.
Observation 1: A naïve BFD-like CLF mechanism may not adapt well to variable uplink transmission rate, does not account for LBT successes, and can delay CLF detection. However, the BFD-like mechanism is robust to occasional LBT successes and failures.
Observation 2: The window-based CLF mechanism adapts well to variable uplink transmission rates, account for both LBT successes and failures, detects CLF in a timely manner, and is robust to occasional LBT successes and failures.
Observation 3: The enhanced BFD mechanism for CLF, while not ideal, is more desirable than the naïve BFD-like mechanism.
Proposal 1: The window-based mechanism is adopted for CLF detection. If this is not acceptable, then the enhanced BFD like mechanism is adopted.
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