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1	Introduction
The following agreements were achieved in the previous RAN2 meeting on UL LBT mechanism [1]:
	L2 LBT failure mechanism take into account any LBT failure regardless UL transmission type. 
The UL LBT failure mechanism will have the same recovery mechanism for all failures regardless UL transmission type
UL LBT failures are detected per BWP
The UE will report the occurrence of consistent UL LBT failures on PSCell and SCells. The assumption is to reuse SCell failure reporting for BF


Baseline Mechanism, further enhancements not precluded: 
A “threshold” for the maximum number of LBT failures which triggers the “consistent” LBT failure event will be used. 
Both a timer and a counter are introduced, the counter is reset when timer expires and incremented when UL LBT failure happens
The timer is started/restarted when UL LBT failure occur. 

Chair summary on the baseline mechanism above: The BFD inspired mechanism seems to be supported by many, but there is also some concerns. For now Agree it as a baseline mechanism to allow further review later, to understand whether further enhacnements are needed. 



In this contribution, we discuss the open issues on potential enhancement for the baseline LBT detection mechanism and the details on recovery mechanism.
2	Discussion
2.1	Detection mechanism
Too early declaration was the main concern on the agreed baseline LBT detection mechanism [2] [3] as at each LBT failure the timer is restarted and the counter is increased. It is not an issue for Rel-15 BFD as the failure is based on periodic reference signal(s). With the agreement that all the UL transmissions are considered, it is possible to have a situation of very frequent UL transmissions, and even for periodic transmissions, they may have different periodicities. It seems difficult, even impossible, to have a proper parameter configuration for the LBT failure monitoring still avoiding too early declaration of the consistent LBT failure event. 
Based on the agreed baseline, the counter is reset when the timer expires which basically avoids too far apart LBT failures being accumulated, however, it does not solve the problem of counting too close failures which may come in bursts. 
It was proposed in [2] that LBT failure is only declared when both timer and counter conditions are met, but there could be many LBT failures within a short period of time and after that none. Still, the LBT failure is declared after the timer expired in case the counter was already above the threshold previously. It does not really solve the problem of unnecessarily declaration of LBT failure but only delays it.
[3] proposed to only increase the counter by one if all the UL transmission failed within a period. However, as there could be periods when no UL transmissions are made at all, it is ambiguous what is declared as channel state at that point. Furthermore, in our view, a sporadic success should neither reset the failure detection procedure completely as proposed in [3] based on the agreed baseline.
To avoid too early declaration of the LBT failure as well as to facilitate reasonable configuration possibility, the simplest thing seems to introduce another timer to mimic the behaviour of periodic transmissions so that very frequent failures are not double/triple counted, and failure declaration time is deterministic when there are consistent failures. The new timer (as well as the agreed LBTFailureDetectionTimer preventing accumulating too far apart failures) would be started when the first LBT failure happens and when the timer is running, it would prohibit further failures from increasing the LBT_COUNTER. After the prohibit timer expires, the next LBT failure indication starts it again and the counter is increased. Figure 1 below shows how it should work. The periods in [3] would hence not be continuously following one another but would depend on the LBT failure indication timing.
Proposal 1: on top of the agreed baseline detection mechanism, introduce a new timer to prevent counting too close failures, i.e. the counter is only increased when the new timer is not running.
Proposal 2: the new timer is started at each LBT failure that is counted, i.e., only when the new timer is not running. 

Figure 1: LBT prohibit timer and LBT failure detection timer
2.2	Recovery actions
It was agreed in the previous meeting that all LBT failures are counted regardless of the UL transmission type, and that the same recovery mechanism is applied for all failures. As discussed in the previous contribution [4], since LBT failure may only concern the sub-band/BWP where LBT is performed, and a cell may have much wider bandwidth, it seems to be an overkill action to directly declare RLF and trigger re-establishment procedure if consistent UL LBT problem is detected on the active BWP.  Upon detection of consistent UL LBT problem, it makes more sense for the UE to try transmission on other sub-bands/BWPs, as the re-establishment would cause interruption, loss, and overhead for reconfigurations, thus should rather be avoided.
Proposal 3: The UE switches to another BWP upon declaration of LBT failure if there is another BWP with different sub-band(s) and configured RACH resources.
Proposal 4: RACH is triggered on the BWP to indicate to the NW it has experienced LBT failure.
Proposal 5: the maximum number of switching could be configured by the NW, or the UE triggers RLF after it tried all the configured BWP.
 2.3	LBT reporting
It was agreed failure on PSCell and Scell will be reported reusing Scell BFR reporting mechanism, which means via MAC CE. In principle, it should be applicable for PCell as well so that the NW knows the RA procedure on a switched BWP is due to LBT failure other than SR failure. 
Proposal 6: the LBT reporting should be applicable to PCell as well.
3	Conclusion
Remaining open issues on UL LBT failure are discussed with the following proposals proposed:
Proposal 1: on top of the agreed baseline detection mechanism, introduce a new timer to prevent counting too close failures, i.e. the counter is only increased when the new timer is not running.
Proposal 2: the new timer is started at each LBT failure that is counted, i.e., only when the new timer is not running. 
Proposal 3: The UE switches to another BWP upon declaration of LBT failure if there is another BWP with different sub-band(s) and configured RACH resources.
Proposal 4: RACH is triggered on the BWP to indicate to the NW it has experienced LBT failure.
Proposal 5: the maximum number of switching could be configured by the NW, or the UE triggers RLF after it tried all the configured BWP.
Proposal 6: the LBT reporting should be applicable to PCell as well.
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