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1 Introduction
The paper will discuss the issues of ROHC handling for DAPS HO.
2 Discussion
According to ROHC compression principle [2], packet loss or out-of-order delivery may cause the decompression failure and then the PDCP packet will be discarded, which means that the user data is lost.
Issue 1: Packets discard by the transmitter
After handover, the UE sends the PDCP status report to the target gNB, and then the target gNB discards the PDCP packets which are successfully delivered but not acknowledged by the source gNB. However the discard may cause ROHC problem since the discarded packets (including the IR packets which are used to setup the compression context) are handled by ROHC compressor, but not by ROHC decompressor. See the following example:
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Figure 1: ROHC failure example for eMBB solution
In the above example, the PDCP SDU 111-130 are discarded due to decompression failure. 
Actually, the same issue also exists for UL transmission.
Observation 1: the issue 1 (ROHC failure due to packets discard) exists in both DL transmission and UL transmission.
The above issue occurs in the following two features:

· Feature 1: PDCP selective re-transmission;

· Feature 2: PDCP SDU duplication;

The Feature 1 occurs in both of normal handover and DAPS without PDCP SDU duplication. The Feature 2 only occurs in DAPS with PDCP SDU duplication. With Feature 2, each PDCP SDUs are duplicated to the target gNB regardless of whether the packets are successfully acknowledged in source gNB. The discarded PDCP packets are generally more, and then the occurrence probability of ROHC failure is higher.

Observation 2: DAPS handover with PDCP SDU duplication has higher occurrence probability of ROHC failure than normal handover.
Issue 2: out-of-order decompression
When the UE stops transmission to the source gNB, the UE will re-transmit the PDCP SDUs for which the successful delivery of the corresponding PDCP Data PDU has not been confirmed by lower layers. The re-transmitted PDCP SDU will use the ROHC corresponding to the target gNB. If re-transmitted PDCP SDUs have been received by source gNB, it is possible that the target gNB delivers the in-order PDCP packets (note that the “in-order” is from the view of PDCP) to ROHC, but the packets are out of order from the view of ROHC, which causes ROHC decompression failure and further user data loss. See the following example:
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Figure 2: ROHC failure example for eMBB solution
The issue does not exist in LTE bacause the reordering function is performed in RLC layer. The RLC layer will deliver the packets to PDCP layer in order. In the example of Figure 2, the packets 106 and 107 will be blocked in RLC layer until receiving packets 100-105. After receiving 100-105, although the packeks have been received by the source gNB, but the packets are still sent to ROHC to decompress by the target gNB. After ROHC handling, the packets are disacred. Therefore, it is in-order from the view of ROHC. Howover, in NR the reordering function is changed to PDCP layer. The packets 106 and 107 will be sent to PDCP layer even before receiving packets 100-105.
Observation 3: The issue 2 (ROHC failure due to out-of-order decompression) exists only in NR, not in LTE. 

Similar to UL transmission, the issue 2 also exists for DL transmission.
Observation 4: The issue 2 exists for both DL transmission and UL transmission.
According to the IMT-2020 [4], there are much higher reliability requirement for NR than LTE. NR needs to achieve the reliability of 1-10-5 for 32 bytes with a user plane latency of 1ms:
A general URLLC reliability requirement for one transmission of a packet is 1-10-5 for 32 bytes with a user plane latency of 1ms.
The above two issues may seriously impact the achievement of the NR reliability requirement. 
Observation 5: NR has much higher reliability requirement than LTE. The above two issues for DAPS may seriously impact the achievement of the NR reliability requirement.
In the ongoing offline e-mail discussion “Report of email discussion: [107#44][LTE and NR /feMOB] Discussion on PDCP details for RUDI HO” [2], some companies think that the issue exists in both DAPS HO and normal HO, and even if ROHC context mismatch occurs, ROHC will be able to recover from the error. We agree that it is true. However, the real problems is not ROHC failure and recovery, but the consequence is user data loss. 
If the user data loss occurs, the TCP will consider that the data loss is due to congestion and greatly slow down the data transmission. The TCP impact due to data loss is worse than the one caused by handover interruption.
The user data loss may cause unexpected result, e.g. a packet loss in a large file causes the whole file retransmission or the file unavailable.

Observation 6: The real problem is not ROHC failure and recovery, but the consequence is user data loss, which will, e.g., degrade the TCP performance, causes unexpected result.
The possible solutions are, e.g. extracted from [4]: 

· Option 1: Not PDCP processing the forwarded DL packets in the target node until the PDCP status report is received from the UE; or

· Option 2: Let the compressor remain in the IR state and continue to generate IR packets until the PDCP status report is received from the UE.

· Option 3: Transmitting all re-transmitted UL packets as IR packets.
Therefore, we propose:
Proposal: RAN2 to consider the above options to address the ROHC failure issues (actually the data loss issue). 
3 Conclusion

This contribution discusses the issues of ROHC handling in DAPS and suggests:
Observation 1: the issue 1 (ROHC failure due to packets discard) exists in both DL transmission and UL transmission.
Observation 2: DAPS handover with PDCP SDU duplication has higher occurrence probability of ROHC failure than normal handover.
Observation 3: The issue 2 (ROHC failure due to out-of-order decompression) exists only in NR, not in LTE. 

Observation 4: The issue 2 exists for both DL transmission and UL transmission.
Observation 5: NR has much higher reliability requirement than LTE. The above two issues for DAPS may seriously impact the achievement of the NR reliability requirement.
Observation 6: The real problem is not ROHC failure and recovery, but the consequence is user data loss, which will, e.g., degrade the TCP performance, causes unexpected result.
Proposal: RAN2 to consider the above options to address the ROHC failure issues (actually the data loss issue).
4 References
[1]. IETF RFC 5795: "The RObust Header Compression (ROHC) Framework".
[2]. R2-19xxxxx, Report of email discussion: [107#44][LTE and NR /feMOB] Discussion on PDCP details for RUDI HO
[3]. R2-1906059, “Problems of ROHC handling in MBB HO”, Huawei/HiSilicon
[4]. R2-1908973, ROHC handling in eMBB handover, Ericsson

[5]. 3GPP TS 38.323

3GPP


Source gNB
Target gNB
PDCP
RLC
MAC
Xn
RLC
MAC
PDCP
PDCP SDU
SN allocation
ROHC Compression
Cipher...
ROHC Compression
Cipher...
1. PDCP SDUs :100,101,102,...130
2. After ROHC:
102-104 are IR packtes corresponding to context ID 10
105-130 are compressed correspond to context ID 10
UE
3. 100-110
4. PDCP status report indicating 100-110 are successfully received
5. discard 100-110, continue to transmit 111-130
6. receive 111-130, but decompress fail due to no information for context ID 10



Source gNB
Target gNB
UE
2. received 100-105
1. packets 100-110 (no confirm)
4. re-transmit 100-110
3. After ROHC:
100-104 are IR packtes corresponding to context ID 10
105-110 are compressed correspond to context ID 10
5. receive 106-107 before 100-104, 106-107 is in-order and are delivered to ROHC, but decompress fail due to no information for context ID 10



