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Introduction
In RAN2#107, the following agreements were made about flow control in IAB network:
· The UL end-to-end flow control is not supported in IAB network.
· The DL hop-by-hop flow control is supported in IAB network. 
· One hop DL flow control feedback is considered for DL hop-by-hop flow control, i.e. congested IAB node feedback flow control info to its parent IAB node.
· DL One-hop flow control feedback should include the IAB node buffer load (details FFS) and flow control granularity info. FFS other information. 
· Per BH RLC channel based flow control feedback can be considered as baseline. FFS on the necessity of other flow control granularity.
· BAP layer supports the DL hop-by-hop flow control and flow control feedback function.
· It is FFS how to trigger the DL hop-by-hop flow control in IAB network.

This paper is an attempt to address the remaining issues (i.e. FFSs) related to flow control in IAB networks.
Discussion
[bookmark: _Hlk19889763]The main argument for promoting hop-by-hop (HbH) flow control is to enable intermediate IAB nodes to quickly mitigate the congestion problem at BH link(s). The other reason for supporting HbH is that BH link congestion might be temporary, so it is more effective to solve it locally by informing the parent IAB node to throttle the traffic for the affected IAB node(s) instead of involving the IAB donor CU. However, there is consensus in RAN2 that the NR UP protocol (i.e., Downlink Data Delivery Status (DDDS) feature) will be used for controlling more severe or long-term congestion problem through end-to-end flow control. It is up to RAN3 to decide if further enhancement in DDDS procedure is required for IAB network. 
Observation 1: There is a consensus in RAN2 that HbH flow control mechanism will handle temporary congestion issues on BH link(s) while the NR UP protocol (i.e., Downlink Data Delivery Status (DDDS) feature) will be used for controlling more severe or long-term congestion problem.
Considering the purpose of HbH flow control (i.e., to tackle temporary congestion on a certain BH link), a simple mechanism could be adopted where an IAB node with downstream congested BH link(s) will report to its parent node the LCIDs of its ingress BH RLC channel(s) (with the parent node) that are mapped to its egress BH RLC channel(s) towards the congested BH link(s). For example, in figure 1, if the IAB2 is experiencing congestion on BH link 3 with IAB5, the IAB2 will report the ingress LCIDs 4 and 5 to its parent node IAB1, since the traffic on these ingress LCIDs is mapped to egress LCIDs of the congested link (BH link 3).  Furthermore, for situation where the traffic carried by the ingress BH RLC channel(s) of an IAB node (for instance ingress LCID 2 in figure 1) is routed to more than one BH egress link (for instance, BH link 1 and BH link 2 in figure 1), and only one of the links is congested (for instance, BH link 1 in figure 1), then the feedback information to the parent node should include the BAP Routing ID carried in the packets routed towards the congested downstream BH link (i.e. destination BAP Routing ID(s) that are mapped to IAB3 in the routing table of IAB2 as the next hop link in the downlink). 

[image: ]Figure 1: Example of an IAB network 

Some companies argue for fine-granular flow control feedback (i.e., at UE bearer level) to ensure the QoS requirements for low- latency traffic. However, RAN2 already supports the dedicated 1:1 bearer mapping (on all the links) for such types of traffic, and hence, feedback per BH RLC channel in 1:1 mapping case is the same as providing feedback at UE bearer level. While for best-effort traffic that is mapped in N:1 fashion, there is no real benefit of providing feedback at the UE bearer level.  
Observation 2: Feedback information per BH RLC channel in 1:1 mapping case is the same as feedback at the UE bearer level.
Observation 3: For best-effort traffic mapped in N:1 fashion, there is no real benefit of providing feedback at the UE bearer level.
One of the open issues is whether the two flow control mechanisms i.e., HbH and end-to-end (using DDDS in TS 38.425) operate independently or in an integrated fashion. In our view, the two strategies should be independent as integrating them will require more standardization efforts with little real benefits. However, for end-to-end flow control, RAN3 can decide if enhancements (e.g. marking delayed packet [1], etc.) are needed to make the DDDS procedure more effective for multi-hop scenarios.
Lastly, in our view, the initial deployment of IAB networks is likely to be 1- or 2-hops, for which the current DL end-to-end flow control can efficiently handle congestion issues. For such deployment scenarios, the HbH flow control mechanism will not be needed/beneficial, and therefore, the HbH flow control should be an optional feature in Rel-16. 
Observation 4: The initial deployment of IAB networks is likely to be 1- or 2-hop networks for which the current DL end-to-end flow control can efficiently handle congestion issues.
Proposal 1: A simple mechanism should be adopted for HbH flow control with less signalling overhead.
Proposal 2: Agree that the feedback information for avoiding congestion on BH link(s) should be limited to:
1) LCIDs of ingress BH RLC channel(s) mapped to the egress BH RLC channel(s) that are congested.
2) (optional) BAP Routing ID contained in the packets routed towards the congested link(s), in case the associated ingress BH RLC channel(s) carries traffic for more than one egress BH link/destination.
Proposal 3: Agree that HbH flow control should be an optional feature in Rel-16.
Conclusion
[bookmark: _In-sequence_SDU_delivery]In this paper, we discuss the general principles of flow control in IAB network and made the following observations:
Observation 1: There is a consensus in RAN2 that HbH flow control mechanism will handle temporary congestion issues on BH link(s) while the NR UP protocol (i.e., Downlink Data Delivery Status (DDDS) feature) will be used for controlling more severe or long-term congestion problem.
Observation 2: Feedback information per BH RLC channel in 1:1 mapping case is the same as feedback at the UE bearer level.
Observation 3: For best-effort traffic mapped in N:1 fashion, there is no real benefit of providing feedback at the UE bearer level.
Observation 4: The initial deployment of IAB networks is likely to be 1- or 2-hop networks for which the current DL end-to-end flow control can efficiently handle congestion issues.

Based on the discussion in the earlier section we propose the following:

Proposal 1: A simple mechanism should be adopted for HbH flow control with less signalling overhead.
Proposal 2: Agree that the feedback information for avoiding congestion on BH link(s) should be limited to:
1) LCIDs of ingress BH RLC channel(s) mapped to the egress BH RLC channel(s) that are congested.
2) (optional) BAP Routing ID contained in the packets routed towards the congested link(s), in case the associated ingress BH RLC channel(s) carries traffic for more than one egress BH link/destination.
Proposal 3: Agree that HbH flow control should be an optional feature in Rel-16.
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