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1. Introduction 
In RAN2#107, it is agreed on the following related to consistent LBT failure:
· L2 LBT failure mechanism take into account any LBT failure regardless UL transmission type. 
· The UL LBT failure mechanism will have the same recovery mechanism for all failures regardless UL transmission type
· UL LBT failures are detected per BWP
· The UE will report the occurrence of consistent UL LBT failures on PSCell and SCells. The assumption is to reuse SCell failure reporting for BF
Baseline Mechanism, further enhancements not precluded: 
· A “threshold” for the maximum number of LBT failures which triggers the “consistent” LBT failure event will be used. 
· Both a timer and a counter are introduced, the counter is reset when timer expires and incremented when UL LBT failure happens
· The timer is started/restarted when UL LBT failure occur. 
Chair summary on the baseline mechanism: The BFD inspired mechanism seems to be supported by many, but there is also some concerns. Agree it as a baseline mechanism to allow further review later, to understand whether further enhacnements are needed.
The following is also agreed for the UE handling after the consistent UL LBT failure has been detected:  
· UL LBT failures are detected per BWP
· The UE will report the occurrence of consistent UL LBT failures on PSCell and SCells. The assumption is to reuse SCell failure reporting for BF
In this contribution, we provide further details the mechanism for detecting and handling such ‘consistent’ UL LBT failure.  
	
2. Discussion
2.1. Detection of consistent UL LBT failures

Based on RAN2#107 agreement: 
· L2 LBT failure mechanism take into account any LBT failure regardless UL transmission type.
Since all transmission types are included (SR, RACH, SRS, etc). Each of them may requires different LBT categories and for CAT4 LBT case, different CAPCs. According to 37.213, each CAT/CAPC has different LBT requirements. For example; CAT2 LBT only applied a short LBT of 25us, CAT4(P2) has a contention window that varies between 7-15 WiFI slots, while CAT4(P4) has a contention window ranges from 15-1023 WiFi slots.
Therefore, in order to use a single counter and to properly reflect the channel load to count all CAT2 and CAT4(p) failures,  each count should be weighted according to its frequency of grabbing the channel. For example; failures for CAT2 LBT will have an heavier weight than CAT4(P1), and CAT4(P1) is weighted more than CAT4(P4) and so on. 
Observation#1: Each transmission type (SR, RACH, SRS, etc) uses different LBT categories and for CAT4 LBT case, different CAPCs. Hence, in order to use a single counter as in BFD-like mechanism and to properly reflect the channel load, the counting should be weighted according to their LBT categories and CAPCs.
An example of such counter can be defined as follow: 
x(t) = [x1(t)+a1(t)*y1(t)+ a2(t)*y2(t)+ a3(t)*y3(t)+ a4(t)*y4(t) +x(t-τ)]
where 
x1 it is either 0 or 1 based on whether CAT2 fails or not
a1,a2,a3,a4 represent the weighting factor for CAT4(p1..p4) respectively
y1..y4 is either 0 or 1 based on whether CAT4(p1..p4) fails or not
x(t-τ) is value of counter from previous observation
 ‘t’ in the counting can be over an observation time, e.g. number of slots depending on the SCS to avoid situations where LBT failures only happen within a relativelty short period of time.
Proposal#1: Based on the above observation, a LBT failure counter with weighted counts is needed to account for different type of transmission with different CAT/CAPC requirements.
 
In the last meeting, it is agreed to introduce a BFD-like timer also for the detection of consistent UL LBT failure. This timer is started/restarted when UL LBT failure occurs. However, this timer has to be judiciously configured as it may result in false alarm.  The following shows 3 scenarios:



Figure 1
It is important to filter out the inconsistent LBT failures(scenario 1 and 2) from the consistent LBT failures(scenario 3). Based on current BFD-like mechanism, if the timer ends at T2 rather than T1, then scenario 2 will mistakingly declared as consistent LBT failures. 
Observation#2: If the BFD-like timer value is not choosen correctly, the UE might mistakenly declared inconsistent LBT failures as consistent LBT failures.
One simple way to avoid this kind of misdetection is to reset the counter whenever S number of successful LBT is performed, where S is >=1. The value of S is configured by gNB or alternatively a fix value in the specification.
Proposal#2: The consistent LBT failures counter is reset whenever S successive LBT is successfully performed, where S is >=1. The value of S is configured by gNB or a fix value in the specification.
As RAN2 agreed, a threshold  for the counter is needed to determine whether a consistent UL LBT failure has occured. This can be configurable by gNB. When LBT failues counter reaches the threshold, a consistent LBT failure is declared.
A BFD-like timer value can be configured by gNB or choose by UE based on the average contention window size used from the last few LBT failures. Since LBT is performed by the UE, letting it choose the timer value is a more reliable way.  If it is set by the gNB, it will be set according to the QoS requirement of the radio bearer that is being setup. The timer is stopped when a transmission is successfully performed. Hence we proposed:
Proposal#3: The timer value can be configured by gNB or choose by UE based on the average contention window size used from the last few LBT failures

2.2. Handling of consistent UL LBT failure
The following is also agreed for  UE handling after the consistent UL LBT failure has been detected:  
· UL LBT failures are detected per BWP
· The UE will report the occurrence of consistent UL LBT failures on PSCell and SCells. The assumption is to reuse SCell failure reporting for BF
However the recovery mechanism has not been discussed. As in Rel-15 NR, UE can be configured with more than 1 BWP, but only 1 BWP is active at any one time. As agreed that UL LBT failure detection is per BWP, it is possible for the UE to autonomously switch to another UL BWP to perform PRACH assuming that the switched BWP may not be heavily loaded and is on another LBT bandwidth. Similar autonomous switch also occurs in Rel-15 NR for the case PRACH needs to be performed but the current BWP is without PRACH configured.
Proposal#4: The immediate action after detecting consistent UL LBT failures for a UE in a PCell or PSCell is to switch to another UL BWP in the PCell or PSCell that has PRACH resources configured.
If there are more than one BWP is configured with PRACH in PCell or PSCell, it is left to the UE to randomly pick one.
Proposal#5: If there are more than one BWP configured with PRACH in PCell or PSCell, it is left to the UE to randomly pick one.
 
If random access failed in all BWP with PRACH resources configured in a PCell or PSCell,the UE should declare RLF and perform  further recovery mechanism based on where the RLF occurs:
· If RLF occurs on PCell, UE performs RRC connection re-establishment as in Rel-15
· This will trigger cell selection as in Rel-15 based on the S-criterion (S-measure based on RSRP and RSRQ)
· If RLF occurs on PSCell, UE performs SCG failure indication as in Rel-15
· UE informs the network about the LBT failure through SCG failure indication if PSCell is the one detecting the consistent UL LBT failure. Network can then take the appropriate action

Proposal#6: If random access failed in all BWP with PRACH resources configured in a PCell or PSCell, the UE should declare RLF and perform  further recovery mechanism based on the where the RLF occurs:
· If RLF occurs on PCell, UE performs RRC connection re-establishment as in Rel-15
· This will trigger cell selection as in Rel-15 based on the S-criterion (S-measure based on RSRP and RSRQ)
· If RLF occurs on PSCell, UE performs SCG failure indication as in Rel-15
· UE informs the network about the LBT failure through SCG failure indication if PSCell is the one detecting the consistent UL LBT failure. Network can then take the appropriate action

If occurrence of consistent UL failure is being declared on SCell, it can either be reported in the existing measurement report or a new message (e.g. SCellLBTFailureIndication).  We prefer using a new message, as the configuration for consistent UL LBT detection is not aligned with measurement configuration.
Proposal#7: If occurrence of consistent UL failure is being declared on SCell, a new message (e.g. SCellLBTFailureIndication) can be used to report the failure of the SCell to gNB.
As on the information that can be provided for the case where reporting to network is possible (i.e. SCG failure indication for PSCell or the new message SCellLBTFailureIndication for SCell), we see the following are some parameters to report:

· Serving cell where the consistent and systematic LBT failure occurs
· A list of BWP where the consistent LBT failure has occured

Proposal#8: If reporting to network on consistent UL LBT failure is possible, the following parameters should be included in the report:
· Serving cell where the consistent and systematic LBT failure occurs
· A list of BWP where the consistent and systematic LBT failure has occured


3. Conclusion
It is requested that RAN 2 to discuss and adopt the following observation and proposals:
Observation#1: Each transmission type (SR, RACH, SRS, etc) uses different LBT categories and for CAT4 LBT case, different CAPCs. Hence, in order to use a single counter as in BFD-like mechanism and to properly reflect the channel load, the counting should be weighted according to their LBT categories and CAPCs.
Proposal#1: Based on the above observation, a LBT failure counter with weighted counts is needed to account for different type of transmission with different CAT/CAPC requirements.
Observation#2: If the BFD-like timer value is not choosen correctly, the UE might mistakenly declared inconsistent LBT failures as consistent LBT failures.
Proposal#2: The consistent LBT failures counter is reset whenever S successive LBT is successfully performed, where S is >=1. The value of S is configured by gNB or a fix value in the specification.
Proposal#3: The timer value can be configured by gNB or choose by UE based on the average contention window size used from the last few LBT failures
Proposal#4: The immediate action after detecting consistent UL LBT failures for a UE in a PCell or PSCell is to switch to another UL BWP in the PCell or PSCell that has PRACH resources configured.
Proposal#5: If there are more than one BWP configured with PRACH in PCell or PSCell, it is left to the UE to randomly pick one.
Proposal#6: If random access failed in all BWP with PRACH resources configured in a PCell or PSCell, the UE should declare RLF and perform  further recovery mechanism based on the where the RLF occurs:
1. If RLF occurs on PCell, UE performs RRC connection re-establishment as in Rel-15
5. This will trigger cell selection as in Rel-15 based on the S-criterion (S-measure based on RSRP and RSRQ)
1. If RLF occurs on PSCell, UE performs SCG failure indication as in Rel-15
6. UE informs the network about the LBT failure through SCG failure indication if PSCell is the one detecting the consistent UL LBT failure. Network can then take the appropriate action

Proposal#7: If occurrence of consistent UL failure is being declared on SCell, a new message (e.g. SCellLBTFailureIndication) can be used to report the failure of the SCell to gNB.
Proposal#8: If reporting to network on consistent UL LBT failure is possible, the following parameters should be included in the report:
1. Serving cell where the consistent and systematic LBT failure occurs
1. A list of BWP where the consistent and systematic LBT failure has occured
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Scenario 2 
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