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1 Introduction

In RAN2#107 meeting, RAN2 made a number of agreements as follows:

· On primary path 
Agreements 

1
If a UE is configured with split SRB1 with PDCP duplication, there is no need to switch the primaryPath upon detection of MCG failure since MCG failure indication will be transmitted via SCG RLC bearer of split SRB1.

2
If PDCP duplication is not activated, upon detection of MCG failure the primaryPath for split SRB1 is implicitly reconfigured to the SCG. The UE expects the network to explicitly reconfigure the primaryPath back to MCG in the MCG recovery or in a Re-establishment

· On guard timer

Agreements

1: Upon sending a MCG failure indication, UE starts a timer.  

2: Upon resumption of MCG, UE stops the timer. 

3: Upon expiry of the timer, UE initiates RRC connection re-establishment procedure.

4: Network can configure the timer value (no infinite value)

· On recovery via SRB3
Agreements

1:
SRB3, if configured, can be used for MCG fast recovery. 

2:
For MCG fast recovery via SRB3, MCG Failure Information message in UL (same message as for SRB1 case) is encapsulated by the UE into an SN RRC message.

3:
For MCG fast recovery via SRB3, the MN response message in DL (either a reconfiguration with sync or release message) is encapsulated by the SN in an SN RRC message.

FFS Transmission of the complete message

This contribution discusses downlink reordering problem of split SRB1 at MCG failure.
2 Discussion
In RAN2#106, it was discussed that MCG failure recovery procedure could have uplink reordering problem [1] described in Figure 1. The scenario is:

1. UE transmits PDU#2 but gNB does not receive it.

2. MCG failure is detected and MCG recovery via split SRB1 is triggered. 

3. UE transmits MCGFailureInformation in PDU#3. Since gNB does not receives PDU#2, MCGFailureInformation experiences long delay or is even buffered at PDCP buffer. 
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Figure 1. Uplink reordering problem in MCG fast recovery

In RAN2#107 meeting, a guard timer which starts at MCG failure indication was introduced. The motivation of this timer is that gNB could have long reordering delay in case of backhaul loss or suspension. By introducing the guard timer, uplink reordering problem is fully resolved. 
Observation 1. Uplink reordering problem is fully resolved by a guard timer.
But we see that downlink reordering still has a problem. A problematic scenario described in Figure 2 is:

1. gNB transmits SRB PDU#5 but UE does not receive it. gNB does not know whether is successfully delivered or not.

2. MCG failure is detected and MCG recovery via split SRB1 is triggered. 

3. UE transmits MCGFailureInformation via split SRB1.

4. gNB sends SRB PDU#6 to resolve the MCG failure. Since PDU#5 is not received, PDU#6 is buffered permanently with infinity reordering timer value which is default SRB1 configuration. Even if finite reordering timer value is re-configured, PDU#6 experiences long delay with which UE does not enjoy the benefit of fast recovery.
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Figure 2. Downlink reordering problem in MCG fast recovery

The difference from uplink case is that UE has already stored PDU#6 to resolve the MCS failure. Also, UE does not have a freedom to choose/change a value of t-reordering timer. Thus, UE implementation cannot deliver PDU#6 by itself. Finally, the guard timer expires and UE triggers normal RLF even though gNB’s reconfiguration message arrives at UE side. As a result, the guard timer cannot resolve the problem. 
Observation 2. Downlink reordering problem is not resolved by a guard timer. UE will trigger RLF even though reconfiguration message arrives at UE side. 
So, we think DL reordering problem should be resolved. We could consider one of the following options:

A. PDCP data recovery-like retransmission: At reception of MCGFailureInformation, gNB retransmits unacknowledged PDCP PDUs via split SRB1. In Figure 1, gNB retransmits PDU#5 and transmits PDU#6 for in-sequence delivery.

B. Out-of-sequence delivery for SRB PDU at MCG failure: When MCG failure is detected or MCGFailureInformation is transmitted, reordering timer value is set to 0 or UE delivers SRB PDU out-of-order.

C. Indication of out-of-sequence delivery in PDCP header: gNB includes 1-bit indicator of out-of-sequence delivery of the recovery message in PDCP header.

We think option C is not necessary because solutions without 1-bit indication seem to work. Option A mandates unnecessary transmission of outdated reconfiguration message to UE. Since UE is aware of the MCG failure, UE can perform the out-of-sequence delivery for SRB PDU at MCG failure. 
Proposal 1. Upon MCG failure is detected, UE performs out-of-sequence delivery for SRB PDU or reordering timer value is set to 0. 
3 Conclusion

Based on the above, RAN2 is requested to discuss following observations and proposal:
Observation 1. Uplink reordering problem is fully resolved by a guard timer.
Observation 2. Downlink reordering problem is not resolved by a guard timer. UE will trigger RLF even though reconfiguration message arrives at UE side. 
Proposal 1. Upon MCG failure is detected, UE performs out-of-sequence delivery for SRB PDU or reordering timer value is set to 0. 
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