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Introduction
The use of ROHC during RUDI (Reduction in User Data Interruption) handover was recently discussed in the email discussion [1]. For NR, one open issue is how to re-order DL packets before header decompression and whether separate or a common reordering buffer is used for the source and target leg.  In this contribution, we analyze this issue further and provide our view.
The rest of this contribution is outlined as follows. A brief background of the ROHC protocol is given in section 2, and the use of ROHC in RUDI HO is explained in section 3. In section 4 we describe the DL reordering problem and how to address it. 
Overview of ROHC
Basic principles
Header compression take advantage of the fact that some header fields are not changing within a protocol header, or alternatively change with small or predictable values. By sending static field information (e.g. ip addresses) only initially and utilizing dependencies and predictability for the dynamic fields (e.g. sequence numbers), the header size can be significantly reduced for most packets.
In ROHC [1], packets sent over the same channel (e,g, a DRB in the context of NR and LTE) are grouped into “flows” so that packet-to-packet redundancy is maximized in order to improve the compression ratio. How to classify packets is not specified by the ROHC protocol but is usually based on the source and destination IP address, protocol type (UDP or TCP), port numbers, and potentially additional unique application identifiers, such as the synchronization source (SSRC) in RTP. The compressor and decompressor each establish a context for the packet flow and identify the context with a Context Identifier (CID) included in each compressed header.
The packets in a flow are compressed according to a compression profile which is specific to the protocol or protocol combination used by the flow and which defines how the packets headers are compressed. The following table shows the supported ROHC profiles in NR and LTE. Note that a new ROHC profile for Ethernet is currently under development in 3GPP/IETF which is intended to be used for Time Sensitive Networks (TSNs) over 5G/NR system.
[bookmark: _Toc19801967][bookmark: _Toc19802903][bookmark: _Toc19804561][bookmark: _Toc19804767][bookmark: _Toc20815088][bookmark: _Toc20815096][bookmark: _Toc21002059]A new ROHC profile for Ethernet is currently under development which will be used for Time Sensitive Network (TSN) over 5G/NR system 

	Profile Identifier
	Usage
	Reference

	0x0000
	No compression
	RFC 5795

	0x0001
	RTP/UDP/IP
	RFC 3095, RFC 4815

	0x0002
	UDP/IP
	RFC 3095, RFC 4815

	0x0003
	ESP/IP
	RFC 3095, RFC 4815

	0x0004
	IP
	RFC 3843, RFC 4815

	0x0006
	TCP/IP
	RFC 6846

	0x0101
	RTP/UDP/IP
	RFC 5225

	0x0102
	UDP/IP
	RFC 5225

	0x0103
	ESP/IP
	RFC 5225

	0x0104
	IP
	RFC 5225


Compressor/decompressor states
The ROHC compressor operates in 3 states: Initialization and Refresh (IR), First Order (FO) and Second Order (SO). The compressor starts in the lowest compression state (IR) and transits gradually to higher compression states. 
In IR state, the compressor has just been created or reset, and full packet headers are sent. In FO state, the compressor has detected and stored the static fields (such as IP addresses and port numbers) on both sides of the connection. In SO state, the compressor is suppressing all dynamic fields such as RTP sequence numbers and sending only a logical sequence number and partial checksum to cause the other side to predictively generate and verify the headers of the next expected packet.
In case of error conditions, as indicated by the decompressor using feedback packets, the compressor can move to a lower state to send packets that carry enough information to fix the error in the context of the decompressor. In some cases, the compressor periodically moves to a lower state of operation to ensure the context validity at the decompressor.
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Figure 1 State model for ROHC compressor (in U-mode, see below)
The ROHC decompressor operates in 3 states: No Context, Static Context and Full Context. The decompressor starts in the No Context state, as it has no context information available in the beginning of the packet flow. The successful decompression of an Initialization and Refresh packet (containing both static and dynamic information) from the compressor will create the context information at the decompressor side. At this point, the decompressor can move to the Full Context state as it has received both static and dynamic information. Once in the Full Context state, the decompressor moves to lower states only in error conditions. When moving to a lower state, it moves to the Static Context state and then hopefully can move back to the Full Context state by restoring the context by successfully decompressing FO state packets. If it still fails to decompress, it moves to the No Context state. In this case, the compressor needs to send IR packets to restore the context at the decompressor.
[image: ROHC state machines of the compressor and decompressor in Umode. ]
Figure 2 State model for ROHC decompressor
Modes of operation
The ROHC framework defines 3 modes of operations:
· Unidirectional mode (U-mode) – Packets are only sent in one direction: from compressor to decompressor. In order to handle potential decompression errors, the compressor sends periodic refreshes of the stream context to the decompressor.
· Bidirectional Optimistic mode (O-mode) – Similar to the U-mode, except that a feedback channel is used to send error recovery requests and (optionally) acknowledgments of significant context updates from the decompressor to compressor.
· Bidirectional Reliable mode (R-mode) – Differs in many ways from the previous two modes.  The most important differences are a more intensive usage of the feedback channel, and that transitions to higher compression states must be preceded by an acknowledgement from the decompressor.
Both the compressor and the decompressor start in U-mode. They may then transition to O-mode if a usable return link is available, and the decompressor sends a positive acknowledgement, with O-mode specified, to the compressor. The transition to R-mode is achieved in the same way.
[image: Bildresultat för rohc operation mode]
Figure 3 ROHC modes of operation
Note that the operation mode is orthogonal to the compressor/decompressor state. Whatever the mode is, both the compressor and the decompressor work in one of their three states. However, the operation mode partly controls the logic of state transitions and what actions to perform in each state.
ROHC handling in RUDI HO
The figure below shows the user plane protocol stacks and the packet data flow between the UE and the source and target nodes at an inter-node handover during RUDI HO. The basic principles are as follows:
· In the UE, the source and the target protocol stacks (PHY/MAC/RLC) are associated to a single PDCP entity. In the PDCP entity, separate security and ROHC instances are used for the source and target links while the re-ordering buffer (for DL) and SN assignment function (for UL) are common.

· On the network side, the source and target node have their own PDCP entity with its own security and ROHC instance.

· DL data can be transmitted from both the source and target node. DL PDCP SDUs that are to be transmitted from the target node are forwarded by the source node over X2/Xn together with their assigned SN and are then processed by the target PDCP entity before it is transmitted to the UE.

· UL data is only transmitted to one node a time – UL packets are transmitted to the source node until a given switching point (e.g. first UL grant received from target node after successful random access to the target node) and are then transmitted to the target node.
[image: ]

Figure 4 UE and network user plane protocol stack in MBB handover
Same as for legacy inter-node handovers, we assume the ROHC state is reset for the target node, i.e. there is no transfer of ROHC state between nodes. Whether the ROHC state can be maintained for intra-node handovers (by setting the drb-ContinueROHC flag) is FFS.
[bookmark: _Toc19801970][bookmark: _Toc19802906][bookmark: _Toc19804565][bookmark: _Toc19804770][bookmark: _Toc20815083][bookmark: _Toc20815091][bookmark: _Toc21002062]The ROHC state is reset for the target node in inter-node RUDI handover, i.e. there is no transfer of ROHC state from source to target node.
[bookmark: _Toc19801971][bookmark: _Toc19802907][bookmark: _Toc19804566][bookmark: _Toc19804771][bookmark: _Toc20815084][bookmark: _Toc20815092][bookmark: _Toc21002063]Whether the ROHC state can be maintained for intra-node RUDI handover (by setting the drb-ContinueROHC flag) is FFS.
After UL data transmission is switched, the UE still continues to transmit some information to the source node to support the downlink operation in the source cell (e.g. HARQ feedback and CSI reports on PUCCH and L2 control information, such as RLC status reports, on PUSCH), see [3]. As some UL transmissions are anyway needed, it makes sense to also allow the UE to transmit ROHC feedback to the source node. The ROHC feedback can be useful to e.g., help the UE to recover from a context mismatch on the source link.
[bookmark: _Toc19801972][bookmark: _Toc19802908][bookmark: _Toc19804567][bookmark: _Toc19804772][bookmark: _Toc20815085][bookmark: _Toc20815093][bookmark: _Toc21002064]The UE can continue to transmit ROHC feedback to source node as long as the source node transmits DL data. 
Reordering of packets before header decompression
ROHC assumes that the channel provides in-order delivery, i.e. the decompressor should always receive packets in the same order as the compressor sent them. Unlike LTE where the RLC layer ensures in-order delivery, re-ordering is performed by the PDCP layer in NR. This means that the PDCP entity must re-order the incoming PDCP PDUs before header decompression is performed.
[bookmark: _Toc19801973][bookmark: _Toc19802909][bookmark: _Toc19804568][bookmark: _Toc19804773][bookmark: _Toc20815086][bookmark: _Toc20815094][bookmark: _Toc21002065]In RUDI HO in NR, PDCP reordering is performed before header decompression to ensure that the ROHC decompressor receives the packets in order.
For the UL, PDCP reordering is simple thanks to the UL data switch. The PDCP entity in the source and target stores the UL packets received from the UE in its local reordering buffer, and then decompresses the packets in-order using its ROHC instance.
For the DL, the situation is more complex since DL packets may be received from both the source and target node simultaneously. The PDCP entity in the UE stores the PDCP PDUs in a common reordering buffer, and then decompresses the packets in-order using either the source or target ROHC instance depending on which leg the packet was received on.
A DL PDCP PDU is stored in the common reordering buffer until all preceding packets have been received (or until the t-Reordering timer expires). Since the buffer is common, the preceding packets can be received on either of two legs – they do not need to be received on the same leg as the packet in question.  Hence, when the packet is passed to the corresponding ROHC entity for header decompression, the ROHC entity may not have received all the preceding packets. In other words, the common re-ordering buffer causes the source and target ROHC entity to experience packet loss. If the lost packets contained important context updates, header decompression may fail which will cause the packet to be discarded.
[bookmark: _Toc19801968][bookmark: _Toc19802904][bookmark: _Toc19804562][bookmark: _Toc19804768][bookmark: _Toc20815089][bookmark: _Toc20815097][bookmark: _Toc21002060]In NR, the common reordering buffer used in the DL may cause the source and target ROHC entity to experience “packet loss”.
This issue is illustrated in Figure 4 below. In this example, there are 9 packets sent to the UE, packets #1 and #9 are received on the source leg while packets #2-8 are received on the target leg.  Hence, the source ROHC entity will only receive packet #1 and #9 and consequently the header decompression for packet #9 may fail since packets #2-8 are missing. Similarly, the target ROHC entity may fail to decompress packets #2-8 since packet #1 is missing.
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[bookmark: _Ref19788028]Figure 4 DL packet reordering and header decompression
To solve this issue it has been suggested to use separate reordering buffers for the source and target leg instead of (or in addition to) the common reordering buffer. While this would ensure that each ROHC entity receives all packets, it would also increase the reordering delay since each reordering buffer will have to wait for the missing packets to be received on the corresponding leg. 
[bookmark: _Toc19802905][bookmark: _Toc19804563][bookmark: _Toc19804769][bookmark: _Toc20815090][bookmark: _Toc20815098][bookmark: _Toc21002061]Using separate PDCP reordering buffers for the source and target leg solves the packet loss problem in NR but results in a larger re-ordering delay.
A better solution in our view is to use a common reordering buffer but ensure that the ROHC decompressor can cope with the packet loss. To achieve this, the ROHC compressor in the source and target node should only send uncompressed packets (i.e. only send IR packets) or only compress the static parts of the packet header (i.e. only send FO packets). For the target node this will not imply any change since the target node will anyway need to start in the IR state due to the context reset. For the source node this restriction may result in larger packet size, but since the handover time is short the impact will likely be small. The exact details should be left for network implementation.
[bookmark: _Toc19801974][bookmark: _Toc19802910][bookmark: _Toc19804569][bookmark: _Toc19804774][bookmark: _Toc20815087][bookmark: _Toc20815095][bookmark: _Toc21002066]To solve the packet loss problem in NR, the source and target node should only send uncompressed packets (i.e. only send IR packets) or only compress the static parts of the packet header (i.e. only send FO packets) during the handover. The details are left to network implementation.
Conclusion
In section 2 we made the following observations:
Observation 1	A new ROHC profile for Ethernet is currently under development which will be used for Time Sensitive Network (TSN) over 5G/NR system
Observation 2	In NR, the common reordering buffer used in the DL may cause the source and target ROHC entity to experience “packet loss”.
Observation 3	Using separate PDCP reordering buffers for the source and target leg solves the packet loss problem in NR but results in a larger re-ordering delay.

Based on the discussion in section 2 we propose the following:
Proposal 1	The ROHC state is reset for the target node in inter-node RUDI handover, i.e. there is no transfer of ROHC state from source to target node.
Proposal 2	Whether the ROHC state can be maintained for intra-node RUDI handover (by setting the drb-ContinueROHC flag) is FFS.
Proposal 3	The UE can continue to transmit ROHC feedback to source node as long as the source node transmits DL data.
Proposal 4	In RUDI HO in NR, PDCP reordering is performed before header decompression to ensure that the ROHC decompressor receives the packets in order.
Proposal 5	To solve the packet loss problem in NR, the source and target node should only send uncompressed packets (i.e. only send IR packets) or only compress the static parts of the packet header (i.e. only send FO packets) during the handover. The details are left to network implementation.
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