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[bookmark: _Ref20839023]Introduction
[bookmark: OLE_LINK2][bookmark: OLE_LINK1]In RAN#85, the IIoT WID was revised in [1], but the objective related to conflicts between overlapping PUSCH transmissions, aka data/data prioritization remained untouched:
	2. The detailed objectives for NR intra-UE prioritization/multiplexing are:
· Specify enhancements to address resource conflicts between dynamic grant (DG) and configured grant (CG) PUSCH and conflicts involving multiple CGs [RAN2, RAN1].
· Specify PUSCH grant prioritization based on LCH priorities and LCP restrictions for the cases where MAC prioritizes the grant [RAN2].


In RAN2#107, this issue was discussed and the following agreements were achieved:
	same prioritization solution for CG vs CG conflict and CG vs DG conflict
Extend LCP restrictions by allowing restrictive mapping between an LCH and certain CG configurations.
LCP restriction enhancements for DG to take into account reliability is needed, details FFS. 
no need to define UE processing time in MAC
The same UE prioritization behaviour should be applied for resource conflicts between new transmissions or a new transmission and a retransmission.
RAN2 assumes that MAC PDU recovery method in grant prioritization could be reused for PUSCH vs SR conflict.
The case of highest priorities of two conflicting grants are equal is handled according to the following: for CG DG conflict, DG is prioritized, other cases FFS to what extent to specify.
For The case when no PDU has been generated at all yet, and there is two grants where one will be de-prioritized (and there is data available for both grants).  One PDU is generated


In this contribution, we address two leftover issues to be further discussed/decided:
· How transmission with higher priority is determined exactly
· How can network be unambiguously aware that UE generated or not the deprioritized PDU?
Discussion
Prioritization rule
The SI concluded on the following prioritization criterion for MAC [3]:
	For cases when MAC prioritizes a grant, MAC prioritizes the grant on which data of the highest priority can be transmitted according to LCP restrictions and priority configured for each logical channel.


Although this should be the starting point of the prioritization rule, such rule ignores potential MAC CEs included in the MAC PDU, thus needs to be complemented to address (at least) the case where the MAC PDU only includes MAC CEs [4]. In [5], we propose that the priorities of the different MAC CEs are no longer hard-written in MAC specification but can be derived from the MAC CE content (e.g. we suggest that the priority of a regular or periodic BSR MAC CE is equal to the priority of the LCH that triggered the BSR), or the MAC CE trigger. Considering these enhancements, the priority(ies) of the MAC CEs should also be taken into account when determining the priority of a MAC PDU in the intra-UE prioritization rule. Hence we propose extending the simple method from the SI as follows: 
Proposal 1: The priority of a dynamic or configured grant is determined by the highest priority of:
· The LCH(s) it carries
· The MAC CE(s) multiplexed in the MAC PDU (which priorities are no longer hard-written but determined dynamically)
Considering the above agreement that the same UE prioritization behavior should be applied for resource conflicts between new transmissions or a new transmission and a retransmission, the intra-UE prioritization rule is summarized in Figure 1 for colliding configured and dynamic grants:


[bookmark: _Ref14789380]Figure 1: Prioritization rule for CG/DG prioritization
Unambiguous network awareness of UE behavior
One important aspect raised online in RAN2#107 by opponents of the last bullet agreement is that the UE has different behaviors depending on whether the deprioritized PDU has already been generated or not, when the corresponding PUSCH is deprioritized. For example, taking the case illustrated in Figure 2 of a dynamic grant deprioritized by a configured grant, when both have same or similar starting times, at the time when the CG is prioritized, there are two possibilities:
· Case A: the MAC PDU for the DG has been generated, in which case the gNB must send a retransmission request
· Case B: the MAC PDU for the DG has not been generated, in which case the gNB must provide a new DG for a new transmission 


[bookmark: _Ref20820728]Figure 2: Prioritization rule for CG/DG prioritization
[bookmark: _GoBack]The only way to solve the above ambiguity is by a clear timeline specification, defining for overlapping UL grants allocations, the time at which the prioritization occurs and when different MAC PDUs are expected to be generated, which is discussed in the next sub-section.
Prioritization timeline
When determining the priority of overlapping grants, whenever possible, for fair comparison, MAC should run the LCPs in parallel on the same buffer status, as opposed to running them in sequence, in order of either received grants or allocation start time [6]. For example, assume two overlapping grants (DG/CG or CG/CG) which UE is aware ahead of time, with data in the buffer. In such case, for a fair prioritization rule, the grants should be processed assuming the same buffer status. Because, if processed sequentially, when processing the first grant, some LCH data will be taken out of the buffer and the 2nd grant will be processed on the leftover data. The LCP will then consider different values of Bj thus resulting in potential different LCH(s) selection and, as a result, different highest priority value compared with running the LCP for that grant on the same buffer status as for the first grant.
Another drawback with the sequential processing of overlapping grants is that it will result in unnecessary delivery of MAC PDUs that will be further dropped. Indeed, as shown in Figure 3, there will be cases where high priority data is already available in the buffer when UE processes the earlier grant but the LCH such data is mapped on can only go in the later grant (e.g. because of shorter PUSCH). However sequential processing will ignore the 2nd grant when treating the 1st grant and will therefore generate and deliver the associated MAC PDU to PHY, and when processing the 2nd grant will prioritize it and cancel/drop the already delivered MAC PDU. We discussed in [7] the drawbacks of unnecessarily generating MAC PDUs to be further dropped, and believe it is somehow in contradiction with the last agreement in Section 1. Hence this should be avoided as much as possible.


[bookmark: _Ref14879399]Figure 3: Sequential vs parallel prioritization example
Proposal 2: When determining the priority of overlapping grants, whenever possible, for fair comparison, MAC should run the LCPs in parallel on the same buffer status.
A consequence of the above is that, in order to account for the freshest buffer status, when UE is scheduled with overlapping grants, it runs the (first) prioritization rule at the processing deadline[footnoteRef:1] (i.e. PUSCH – T’proc,2) of the grant allocation starting earlier (Figure 1). [1:  We use T’proc,2 to differentiate it from Rel-15 Tproc,2 in case RAN1 sees the need to upgrade it to account for the prioritization delay (if any).] 

Proposal 3: When UE is scheduled with overlapping grants, it runs the (first) prioritization rule at the processing deadline (i.e. PUSCH start – T’proc,2) of the grant allocation starting earlier.
Another consequence of the above prioritization timeline, is that, unlike for the sequential processing approach, the MAC PDUs cannot be generated earlier than the prioritization time, which, from proposal #3, is defined in the specification. Hence, with the proposed prioritization timeline, there is no ambiguity at network side on whether a UE has generated a deprioritized MAC PDU, or not, based on the timing of the UL grants allocations.
Observation 1: With the proposed prioritization timeline, there is no ambiguity at network side on whether a UE has generated a deprioritized MAC PDU, or not, based on the timing of the UL grants allocations. 
Of course, it is not always possible to run the LCPs of competing grants on the same buffer status, when UE is scheduled with overlapping grants with different starting times. A first example is when a DCI for a 2nd grant is received after the PDU for the first grant was assembled (Figure 2 left). Another case is when new data arrives after the earlier allocation has been prioritized by a first run, which could change the outcome of the prioritization (Figure 2 right).
However, for subsequent/late prioritization runs, the earlier grant should keep its priority from the time when its MAC PDU was generated as there is no reason to fill different/new data in such grant.
Note that the above pre-emptions by a later allocation should not be supported for the same HARQ process otherwise the pre-empted MAC PDU is overridden and lost.


[bookmark: _Ref14880769]Figure 2: Cases of grants comparison on different buffer statuses due to late DCI (left) or new data arrival (right)
Proposal 4: When UE is scheduled with overlapping grants with different starting times, if the grant with the earlier allocation was prioritized upon a first prioritization and the grant for the later allocation is for a HARQ process different than the earlier grant, the UE runs again the prioritization rule at the processing deadline of the later grant allocation.
Proposal 5: Once it has been assembled, the priority of a prioritized grant always remains the same, i.e. based on the same assembled LCHs, even if compared again with the later grant allocation in a 2nd prioritization run.
Conclusion
This contribution discussed data/data prioritization rules and framework, resulting in the following observations and proposals:
Proposal 1: The priority of a dynamic or configured grant is determined by the highest priority of:
· The LCH(s) it carries
· The MAC CE(s) multiplexed in the MAC PDU (which priorities are no longer hard-written but determined dynamically)
Proposal 2: When determining the priority of overlapping grants, whenever possible, for fair comparison, MAC should run the LCPs in parallel on the same buffer status.
Proposal 3: When UE is scheduled with overlapping grants, it runs the (first) prioritization rule at the processing deadline (i.e. PUSCH start – T’proc,2) of the grant allocation starting earlier.
Observation 1: With the proposed prioritization timeline, there is no ambiguity at network side on whether a UE has generated a deprioritized MAC PDU, or not, based on the timing of the UL grants allocations. 
Proposal 4: When UE is scheduled with overlapping grants with different starting times, if the grant with the earlier allocation was prioritized upon a first prioritization and the grant for the later allocation is for a HARQ process different than the earlier grant, the UE runs again the prioritization rule at the processing deadline of the later grant allocation.
Proposal 5: Once it has been assembled, the priority of a prioritized grant always remains the same, i.e. based on the same assembled LCHs, even if compared again with the later grant allocation in a 2nd prioritization run.
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