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Introduction
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]In RAN2#105bis meeting, RAN2 discussed several issues related to supporting multiple active SPS and CGs for TSN traffic, and the following agreements were reached:
	R2 assumes that the maximum number of active SPS configurations for a given BWP of a serving cell in the specification is 8 or 16 (FFS).
R2 assumes that activation/deactivation is done by DCI. 
RAN1 should address activation/deactivation DCIs related with configured grant Type 2 and SPS in the case of multiple configurations
When multiple UL CG or DL SPS configurations is configured, an offset for each configuration is needed for the calculation of the HARQ process ID



In RAN1#98 meeting, the UL configured grant issue was further discussed and RAN1 reached the following agreements:
	Agreements:
· M<=4 bits indication in the Release DCI is used for indicating which CG configuration(s) is/are released, where the association between each state indicated by the indication and the CG configuration(s) is
· Up to 2^M states are higher layer configurable, where each of the state can be mapped to a single or multiple CG configurations to be released
· In case of no higher layer configured state(s), separate release is used where the release corresponds to the CG configuration index indicated by the indication
 Conclusion:
· No support of joint activation in a DCI for two or more configured grant Type 2 configurations in Rel-16

Working assumption:
· For activation and release of UL CG, same field(s) is/are used for a DCI format
· 


In this contribution, we further discuss some remaining open issues for multiple active SPSs/CGs after the email discussion to this meeting [3]:
· Issue 1: How to index the multiple SPSs and CGs across BWPs and Serving Cells?
· Issue 2: How to handle the fragmentation of HARQ process IDs, via either explicitly by RRC or implicit (re)allocation of the HARQ IDs?
Based on the analysis, our preferences are given.
Discussion
Multiple SPSs/CGs configurations indexing across BWPs and Serving Cells
[bookmark: OLE_LINK80][bookmark: OLE_LINK81]According to RAN1 agreements, the maximum number of CG configurations for a given BWP of a serving cell is 12, and the maximum number of SPS configurations for a given BWP of a serving cell is 8. Hence, regarding the multiple SPS/CGs configurations, another issue which needs to be discussed is how to assign the SPS/CG configuration index across BWPs and serving cells of a UE. 
SPS/CG indexing across serving cells
Having a unique SPS/CG index at UE level in CA configuration would require further discussion on how to define the maximum number of SPS/CG configurations supported by one UE. Moreover, it must be noted that multiple active SPS/CGs across cells is already supported in Rel-15, where each SPS/CG is implicitly identified, e.g. during L1 activation/de-activation, by the cell where the SPS/CG allocation takes place. Thus, there was no need to use any explicit indexing. We think the same rule can be used in Rel-16.
[bookmark: _Toc21029971]Proposal 1: Unique SPS/CG index at UE level is not supported and different serving cells can share the same SPS/CG index.
SPS/CG indexing across BWPs of a serving cell
There are two possible options:
· Option 1: Joint indexing across BWPs. 
It means the SPS/CG configuration index is assigned at serving cell level, and the SPS/CG configuration index is unique in one serving cell.
· Option 2: Separate indexing.
It means the SPS/CG configuration index is assigned based on each BWP, and the BWPs of a serving cell can share the same SPS/CG configuration index.
For option 1, we fail to identify any clear benefit. For option 2, the current agreements on the maximum number of SPS/CG configurations are enough to also determine a maximum at UE level. Moreover, in Rel-15 [1], the SPS/CG is configured based on each BWP of each serving cell. Hence, if multiple SPS/CG configurations are introduced, the most direct way is to introduce separate SPS/CG configuration index for each BWP as indicated in option 2. And, similar to the cross-cell SPS/CG support, even considering multiple active BWPs of one serving cell may be introduced in future releases, the SPS/CGs of different BWPs can be implicitly differentiated by the BWP ID where the allocation takes place. So this indexing method is also future-proof.
[bookmark: _Ref7191953]Hence, Option 2 is more attractive from the perspectives of specification effort and further extension.
[bookmark: _Toc21029972]Proposal 2: SPS/CG configuration index is assigned based on each BWP and different BWPs can share the same SPS/CG configuration index.
HARQ Process ID calculation
In RAN2#105bis meeting, it was agreed that when multiple UL CG or DL SPS configurations are configured, an HARQ ID offset, specific to each SG/SPS configuration, is used in the calculation of the HARQ process ID to separate HARQ IDs of different SPS/CG configurations [2]. In the email discussion [3] to this meeting, a majority of companies favors an explicit RRC configuration of this HARQ ID offset. Apparently, it is simple. However, it will eventually cause unpredictable HARQ process ID fragmentation. For example in Figure 1, upon RRC release of SPS/CG#1, the available HP IDs become fragmented. Then, HP#3 and #7 are isolated and cannot be allocated to a single SPS/CG unless RRC reconfigures the SPS/CG#2. 


[bookmark: _Ref20589560][bookmark: _Ref20587587]Figure 1: One example for HARQ process ID fragmentation
[bookmark: _Ref20823059]Observation 1: RRC explicit SPS/CG-specific configuration of the HARQ ID offset results in the fragmentation of the HARQ ID space thus making uneasy re-allocation of HARQ IDs to new SPS/CG configurations.
In order to eliminate this issue, two alternatives are provided below.
· Alternative 1:
The HARQ ID offset is implicitly calculated based on the number of HARQ processes configured for each SPS/CG configuration. The offseti is calculated according to the equation below,
	(1)
where, HarqNumj is the number of HARQ processes of SPS/CG configuration j, and i is the configuration index which is discussed in section 2.1. Based on equation (1), the HARQ process IDs will be grouped in term of SPS/CG configurations without HARQ ID collision. An allocation example is provided in Figure 2.


[bookmark: _Ref20588508]Figure 2: Example for HARQ ID offset calculated based on the number of HARQ Processes in previous SPS/CG configurations
The above approach avoids fragmentation by always concatenating the HARQ IDs of the SPS/CGs configurations at any time, without requiring an explicit RRC re-allocation of the SPS/CG configurations. Indeed, the above formula also manages automatically the HARQ offset (re)-assignment in case of CG release/addition. And, if the index of the SPS/CG configuration changes, it is not necessary to reconfigure the offset value.
· Alternative 2: 
This alternative allows allocating dis-continuous HARQ IDs to one SPS/CG configuration, in which case the fragmentation is no longer an issue. The network can configure more than one HARQ offset, each HARQ offset corresponding to one available HARQ ID for this CG. As illustrated in Figure 3, after the fragmented HARQ ID situation of Figure 1, a new SPS/CG configuration (#1) can be allocated using the remaining HARQ IDs #3 and #7.


[bookmark: _Ref20592820][bookmark: _Ref20663088]Figure 3: Example for discontinuous HARQ ID allocations
[bookmark: OLE_LINK26][bookmark: OLE_LINK27][bookmark: OLE_LINK28]Based on this alternative, the current HARQ ID calculation formula agreed in the email discussion [3] can be reused with the exception that harq-procID-offset is replaced by harq-procID-offsetm:
HARQ Process ID = [floor (CURRENT_symbol/periodicity)] modulo nrofHARQ-Processes + harq-procID-offsetm
where, 
· m= i mod nrofHARQ-Processes, and i represents the ith CG allocation of the considered CG configuration; i = floor (CURRENT_symbol/periodicity);
· harq-procID-offsetm= the difference between the HARQ ID index of the (m+1)th available HARQ process of the considered CG configuration, and m (m≥0). It is RRC-configured.
For example, as shown in Figure 3, if HARQ ID=3 and HARQ ID=7 will be reallocated to a new CG, the network will configure two harq-procID-offsetm :
· The 1st HARQ offset:  harq-procID-offset0 =3-0=3;
· The 2nd HARQ offset:  harq-procID-offset1 =7-1=6.
Once UE receives the harq-procID-offset configuration, it can calculate the available HARQ IDs: {3, 7, 3, 7, 3, 7……} based on the HARQ Process ID calculation formula.
Note that Alternative 2 can be viewed as essentially consisting in directly configuring the HARQ IDs of each HARQ Process of a SPS/CG configuration, which can be expressed in a simpler way as:
HARQ Process ID = HARQ Idi; 
where:
· i = [floor (CURRENT_symbol/periodicity)] modulo nrofHARQ-Processes.
· HARQ IDi is RRC-configured;
[bookmark: _Toc21029973][bookmark: OLE_LINK7][bookmark: OLE_LINK8]Proposal 3:  RAN2 to down select one solution from alternative 1 and alternative 2 addressing HARQ process ID calculation issue.
Conclusion
According to the analysis in section 2, we give our observation and proposals:
Observation 1: RRC explicit SPS/CG-specific configuration of the HARQ ID offset results in the fragmentation of the HARQ ID space thus making uneasy re-allocation of HARQ IDs to new SPS/CG configurations.
Proposal 1: Unique SPS/CG index at UE level is not supported and different serving cells can share the same SPS/CG index.
Proposal 2: SPS/CG configuration index is assigned based on each BWP and different BWPs can share the same SPS/CG configuration index.
Proposal 3:  RAN2 to down select one solution from alternative 1 and alternative 2 addressing HARQ process ID calculation issue.
Reference
[1] [bookmark: _Ref13823336]TS38.331  Radio Resource Control (RRC) protocol specification 
[2] [bookmark: _Ref20402981]RAN2#105bis   Chairman notes
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