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1 Introduction

In RAN2#105bis meeting, RAN2 agreed to introduce a mechanism to handle UL LBT failure:
· Adopt a mechanism in MAC spec to handle the UL LBT failure, where “consistent” UL LBT failures (at least for UL transmissions of SR, RACH, PUSCH) are used for problem detection

In RAN2#107 meeting, further agreements on the UL LBT failures have been agreed:

· L2 LBT failure mechanism take into account any LBT failure regardless UL transmission type. 

· The UL LBT failure mechanism will have the same recovery mechanism for all failures regardless UL transmission type

Baseline Mechanism, further enhancements not precluded: 

· A “threshold” for the maximum number of LBT failures which triggers the “consistent” LBT failure event will be used. 

· Both a timer and a counter are introduced, the counter is reset when timer expires and incremented when UL LBT failure happens
· The timer is started/restarted when UL LBT failure occur. 

Chair summary on the baseline mechanism: The BFD inspired mechanism seems to be supported by many, but there is also some concerns. Agree it as a baseline mechanism to allow further review later, to understand whether further enahcnements are needed. 

· UL LBT failures are detected per BWP

· The UE will report the occurrence of consistent UL LBT failures on PSCell and SCells. The assumption is to reuse SCell failure reporting for BF

In this contribution, we discuss the left issues on detecting uplink LBT failure, given the conclusion on this part in last meeting is still a baseline mechanism.
2 Discussion
Regarding how to detect the UL LBT problems, we have the following agreements in last meeting:

Baseline Mechanism, further enhancements not precluded: 

· A “threshold” for the maximum number of LBT failures which triggers the “consistent” LBT failure event will be used. 

· Both a timer and a counter are introduced, the counter is reset when timer expires and incremented when UL LBT failure happens
· The timer is started/restarted when UL LBT failure occur. 

The above mechanism is very similar to the BFD mechanism for which the beam failure is detected based on a counter, and the timer is used to reset the counter upon the timer expiry. However, during the discussion, there were still some concerns on this BFD-like mechanism used for detecting uplink LBT failure. Thus, the chairman put a note saying that any further enhancements are not precluded.
Before we discuss any further enhancements, we may need to firstly understand what does consistent LBT failure mean which we never had a concrete definition on this.
According to the BFD-like mechanism, UE will trigger consistent LBT failure if the number of LBT failure instances reaches the configured threshold. Thus, we need a counter to monitor received LBT failure instances from the lower layers. A timer is used to reset the counter if there is no LBT failure instance received during the timer running, which also means the LBT failures are not regarded as consistent if time gap between any two consecutive LBT failure is beyond the configured timer, as shown in the following figure:
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Figure 1: If the time gap between any two consecutive uplink LBT failure instance is beyond the configured timer, these two LBT failure are not regarded as consistent LBT failures.
So the first definition on the consistent uplink LBT failure is that the time gap of any two consecutive uplink LBT failures should not beyond the configured timer.
Observation 1 Based on the agreed baseline mechanism, if the time gap between any two consecutive LBT failure instances is beyond the configured timer, they are not regarded as consistent LBT failure.

Another case we may need to consider is that when the uplink transmissions are very dense, for example, the current configured grant can be allowed to configure with a very short period, i.e., the shortest one is 2 symbols. If the channel happens to be occupied, even though it’s occupied for a very short period, the UE would be very easy to trigger UL LBT failure, which would cause frequent re-establishment eventually.

However, if uplink transmissions are not so frequent, given the same threshold/timer configuration, the UL LBT failure will not be triggered even though the channel occupancy time can be longer than the previous case. This is shown in the following figure:
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Figure 2: Dense uplink transmissions may be easier to trigger uplink LBT failure than sparse uplink transmission given the similar channel condition.
We think consistent uplink LBT failure should somehow reflect on the channel condition instead of the uplink transmission itself. However, it seems the agreed BFD-like mechanism makes the UL LBT failure triggering depending on the frequent of uplink transmission instead of considering the channel occupancy. 
Observation 2 Dense uplink transmissions may be easier to trigger uplink LBT failure than sparse uplink transmission given the similar channel condition.
In order to prevent UL LBT failure from triggering by dense uplink transmissions, a filter window can be configured for the UE to count the UL LBT failure instances. During the window, the UE only increment the counter by 1 even if there are multiple UL LBT failure instances received from the lower layers. As an example shown below, UE triggers a window when it receives UL LBT failure instance from lower layers, and during the window, the counter increments by one even if there are multiple UL LBT failures instances received. Based on the configured window, the UL LBT failure will not be triggered even if there are dense uplink transmissions during a very short channel occupancy period.
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Figure 3: Counter is increment by one during the configured window
Proposal 1 A configured window is introduced during which UE only increments counter by 1 even if there are multiple UL LBT failure instances received.
Another concern raised in last meeting was when LBT is successful, UE should stop continue counting the UL LBT failure. We think this is a reasonable concern since anytime if there is a successful uplink transmission, the LBT should not be considered as consistent. However, the agreed BFD-like mechanism does not consider this successful LBT case into account.
In other words, consistent LBT failure should reflect consecutive LBT failures. Thus, when the MAC entity does not receive the UL LBT failure instance on a given uplink transmission time, the MAC entity should reset the counter and stops the timer and configured window. 
These behaviours should also be applied when the UE is switched to another UL BWP and when the related LBT failure configurations are re-configured.
Proposal 2 The MAC entity should reset the counter and stop the timer and configured window for the following cases: UL LBT failure instance is not received from the lower layer; UE is switched to another UL BWP; The related LBT failure configurations are re-configured.
3 Conclusion

Based on the discussion in section 2 we propose the following:
Observation 1
Based on the agreed baseline mechanism, if the time gap between any two consecutive LBT failure instances is beyond the configured timer, they are not regarded as consistent LBT failure.
Observation 2
Dense uplink transmissions may be easier to trigger uplink LBT failure than sparse uplink transmission given the similar channel condition.
Proposal 1
A configured window is introduced during which UE only increments counter by 1 even if there are multiple UL LBT failure instances received.
Proposal 2
The MAC entity should reset the counter and stop the timer and configured window for the following cases: UL LBT failure instance is not received from the lower layer; UE is switched to another UL BWP; The related LBT failure configurations are re-configured.
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