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Introduction
Regarding handling of the de-prioritized data for intra-UE prioritization has been widely discussed in the past serval meetings, and some agreements have been achieved as follows:
Agreements in RAN2#106:
· For de-prioritized PUSCH on dynamic grant, the UE should store the de-prioritized MAC PDU in the HARQ buffer, to allow gNB to schedule re-transmission using the same HARQ process. 
· For de-prioritized PUSCH on configured grants, a) the UE could store the de-prioritized MAC PDU in the HARQ buffer, to allow gNB to schedule re-transmission. b) FFS if the UE could transmit it using the subsequent radio resources e.g. associated with the same HARQ process
· The above agreements are at least applicable for cases when MAC has already generated the de-prioritized MAC PDU 

The solutions on the dropped MAC PDU retransmission given above are applicable not only to the CG conflicts with another CG or another DG, but also for the SR conflicts with the PUSCH. However, how to address the de-prioritized PUSCH on CGs still need to be discussed. The intention of this contribution is to discuss the potential solution for the de-prioritized PUSCH on CGs from both the NW side and the UE side.
Discussion
When the MAC PDU on CG is assembled and transmitted to the PHY before the high priority grant arrives, a resource collision will happen at the PHY and the de-prioritized grant will be dropped. The pre-empted MAC PDU should be handled quickly to meet the QoS requirements on it. Therefore, we give our views on how to handle the dropped PUSCH from both the NW side and the UE side.
The solution from UE side
A resource collision will happen between two CGs when the high priority CG2 comes later than the low priority CG1 when the MAC PDU of CG1 has been assembled and sent to the HARQ buffer in PHY. In order to guarantee the reliability and latency requirements, CG2 will pre-empting the resource of CG1 and the dropped CG1 can be retransmitted by the UE on a subsequent available CG.
Observation 1: UE can re-transmit the dropped MAC PDU on a subsequent uplink transmission.
Although the dropped PUSCH handling from UE side does not require the NW side scheduling, the following issues still need to be considered. Firstly, whether UE could transmit the dropped MAC PDU using the subsequent uplink grant associated with the same HARQ process. Secondly, it is necessary to consider whether the next CG is suitable for the transmission of the dropped MAC PDU. If it is suitable, the MAC PDU can be transmitted directly on the next CG. Otherwise, the MAC PDU needs to be re-assembled or segmented before the transmission. Thirdly, sending the dropped data on the next CG may block the transmission of the new coming data and increase its latency. Furthermore, new coming data may have a higher priority than the dropped data, resulting in the dropped MAC PDU to wait for a long time.
Proposal 1: Handling the dropped data from UE side faces many problems, such as association with the same HARQ process, configuration of the next CG, new coming data on the next CG and so on.
The solution from NW side
Before clarifying the specific method, we first give the possible reasons for the dropped CGs. Firstly, UE skips the CG due to there is no data to transmit on it. Secondly, if there exist more than one grants at the same time, the CG with lower priority will be discarded. Considering that NW has no idea of the exact reason of the dropped CG, although it can address the dropped grant by always scheduling a re-transmission after knowing the grants collision, it will cause serious resource waste in some cases.
Before clarifying the specific method, we first give the possible reasons for the dropped CGs. Firstly, UE skips the CG due to there is no data to transmit on it. Secondly, if there exists more than one CGs at the same time, the de-prioritized CG will be discarded. Considering that NW has no idea of the exact reason of the dropped CG, although it can address the dropped grant by always scheduling a re-transmission after knowing the collision, the solution will cause serious resource waste in some cases. 
Observation 2: Always scheduling a re-transmission may cause resource waste in some cases. 
Another solution is that UE sends an indication to gNB to indicate the presence of the dropped MAC PDU. Once the gNB receives the indication, it immediately schedules a transmission or a re-transmission. Although the method can meet the QoS requirements, the indication brings extra overhead. Specifically, the design of the indication is very complicated because it involves whether to transmit the indication on the MAC CE or the UCI, what information should be carried, how to determine the priority of the MAC CE and so on.
 Observation 3: Introducing an indication to the gNB introduces additional overhead and complexity. 
Due to the stringent latency and reliability requirements of URLLC traffic, CG is a key component to support it [2]. Considering that the UE side approach faces many problems, we intend to handle the de-prioritized CG from NW side. In order to handle the dropped CG more effectively, we consider different NW side retransmission methods according to the characteristics of the URLLC traffic.
Scenario1: We assume that the URLLC traffic is periodic, deterministic (which means that the latency between the transmission and the reception is fixed) and its message size is fixed or within a range. After the gNB obtains these features from the Core Network or from the UE, it can configure a specific CG for the URLLC service. Therefore, once the network does not receive the URLLC data from the expected CG, it can infer that the URLLC data is lost and schedule a retransmission immediately.
Proposal 2: If the URLLC traffic pattern is predictable and NW does not receive the URLLC traffic from the expected CG, the NW can schedule a retransmission immediately. 
Scenario2: We assume that the URLLC traffic is non-periodic and its latency requirement is stringent. For the sake of reducing the delay caused by the SR, the NW allocates a CG for the URLLC traffic. Considering that URLLC traffic is unpredictable, when the NW does not receive the URLLC data on the expected CG, it cannot infer whether the CG is skipped (due to no URLLC data) or is pre-empted by a higher priority CG/DG/SR. In this case, if the NW always schedules a retransmission, it may cause unnecessary waste of resources. On the other hand, if the NW never schedules a retransmission, it may cause excessive delay. Therefore, the NW needs to know the explicit reason why the CG is discarded in order to address the dropped CG more efficiently.
Proposal 3: If the URLLC traffic pattern is unpredictable and the NW does not receive the URLLC traffic from the expected CG, the NW needs to know the explicit reason of the dropped CG so as to address the dropped CG more efficiently.

Conclusion
In this contribution, we provide our views on how to handle the dropped PUSCH in the intra-UE prioritization and have the following observations and proposals 
Proposal 1: Handling the dropped data from UE side faces many problems, such as association with the same HARQ process, configuration of the next CG, new coming data on the next CG and so on.
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